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ABSTRACT

The primary navigation aid for civil aircraft flying in the U.S.
airspace, as well as the airspaces of mpgﬁ of the developed countries
of the world, is the VOR/DME system. Using VOR and DME_ﬁéésurements,
bearing and range relative to a fixed ground station can be determined
onboard the aircraft. Even though this is a good navigation system,
reductions in air traffic congestion and air controller workloads could
be realized if still more accurate onboard navigation were available.
Current practice is to use information from a single VOR/DME station.
This work is concerned with determining the improvement in navigational
accuracy obtainable by combining VOR/DME information (from one or two
stations) with air data (airspeed and heading) or with data from an in-
ertial navigation system (INS) by means of a maximum~likelihood filter.

It was found that the addition of air data to the information from
one VOR/DME station reduces the RMS position error by a factor of about
2, whereas the addition of inertial data from a low-quality INS reduces
the RMS position error by a factor of about 3. The use of information
from two VOR/DME statiohs with air or inertial data yields large factors
of improvement in RMS position accuracy over the use of a single VOR/DME
station, roughly 15 to 20 for the air-data case and 25 to 35 for the in-
ertial-data case. As far as position accuracy is concerned, at most one
VOR station need be used. When continuously updating an INS with VOR/
DME information, the use of a high-quality INS (0.01 deg/hr gyro drift)
instead of a low-quality INS (1.0 deg/hr gyro drift) does not substan-
tially improve position accuracy.

Accurate in-flight alignment of an INS platform can be accomplished
in about 30 minutes by using VOR/DME information. The accuracy of in-
flight alignment when using two DME's is about the same as for ground
alignment, whereas when using one VOR/DME, alignment is less accurate
by a factor of 2 or 3. Although the need for initial in-flight align-
ment of INS's onboard commercial aircraft is questionable, realignment
of the system before a transoceanic flight could result in significant
improvements in navigational accuracy. This might permit a reduction

in separation requirements over the North Atlantic routes. Also,
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realignment after a transoceanic flight would result in more accurate
position, velocity, and attitude information in the terminal area.

Periodic realignment (every one or two hours) of a high-quality
INS during a transcontinental flight results in significant reductions
in position and velocity errors over unaided-inertial operation or the
use of position display resets. If a realignment is performed just
prior to entering the terminal area, accurate position, velocity, and
attitude information would be available for approach and landing with-
out reliance upon VOR/DME information.

The performance of the air-data filter was found to be rather in-
sensitive to wide variations in error model statistics. Also, in gen-~
eral, when combining VOR/DME information with air or inertial data, the
suboptimal filter resulting when the DME bias errors are neglected per-

forms nearly optimally.
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I. INTRODUCTION

1.1 Problem Formulation

This work is concerned with improving the navigational accuracy of
aircraft that are equipped to use the VOR/DME system. The VOR (Very
high-frequency Omni-Range) enables an aircraft to determine its bearing
and the DME (Distance Measuring Equipment) its range relative to a fixed
ground station. Current use of the VOR/DME system involves primarily
radial navigation, that is, aircraft fly directly to or from the ground
stations. Some beginnings have been made in using the VOR/DME system
for area navigation [1,2,3], that is, use of the system without being
restricted to fly directly to or from ground stations.

Position errors are generally greater for area than for radial
navigation. This comes about because the position error resulting from
a VOR angular error increases with distance from the station; and an
aircraft is farther, on the average, from the VOR stations for area than
for radial navigation. Hence, improved navigational accuracy is required
to obtain an accuracy for area navigation comparable to that of present-
day radial navigation.

The increase in volume of air traffic over the last decade has
resulted in air traffic congestion, overburdened air traffic controllers,
and lengthy departure and landing delays. These problems can be allevi-
ated by improving the accuracy of aircraft navigation. Improved naviga-
tional accuracy would allow decreased separation of aircraft without
adversely affecting safety, thus alleviating the congestion problem.
Improved navigational accuracy would also reduce the need for radar vec-
toring and communication, thus lightening the workloads of air traffic
controllers. Accurate estimates of flight times, made possible by ac-
curate navigation, would allow airline schedules to be devised so that
departure and landing delays would be minimized. But perhaps most im-
portantly, improved navigational accuracy would enhance the use of area
navigation. Area navigation would make it possible to fly more direct
flight paths, which would result in decreased flight times, route mile-
ages, fuel requirements, pollution, and operating costs. It would also
reduce traffic congestion over the VOR/DME stations and permit closely-

spaced parallel tracks to accommodate large numbers of aircraft on busy



airways. It also introduces flexibility to fly around bad weather and
congested areas. Hence, there is considerable motivation to seek im-
provements in navigational accuracy.

The availability of a computer to do the triangulation computa-
tions required for area navigation suggests the possibility of using
the computer to implement a filter to combine VOR/DME information with
the information from a dead-reckoning system. Since air data (airspeed
and heading) are already available onboard nearly all aircraft and an
increasing number of aircraft are equipped with inertial navigation sys-
tems, air and inertial data are the foremost choices of dead-reckoning
information. Hence, the objective in this work is to study the possi-
bility of improving the accuracy of air navigation by combining VOR/DME
information (from one or two stations) with air or inertial data by
means of a maximum-likelihood filter.

The use of air data with the information from one VOR/DME station
has been discussed by Hemesath [4,5]. However, several extensions of
Hemesath's work are made here. First of all, a more realistic error
model for the VOR/DME measurements is developed. Hemesath assumed ad-
ditive exponentially-correlated noise in these measurements, but with
such a short correlation time that it was effectively white noise.
Although the statistics of the VOR/DME errors are not precisely known,
both the VOR and DME measurements seem to contain substantial bias er-
fors (that is, nearly constant errors) as well as some white noise.
Modeling these bias errors is important, especially when using the VOR/
DME system for area navigation. Secondly, the maximum-likelihood filter
is implemented in a more straightforward manner. Thirdly, both radial
and area flights are considered rather than only radial flights. Fi-
nally, the effects of overflying and switching VOR/DME stations during
a flight are studied.

Since more than one VOR/DME station is nearly always in sight at
jet altitudes, the simultaneous use of two VOR/DME stations and air data
has been investigated. DeGroot and Larsen [6] have considered the use
of two VOR's and two DME's (without air data). The possibilities of
using 0, 1, or 2 VOR's and 0, 1, or 2 DME's with and without air data

are considered in this work.



Several papers appearing in the literature are concerned with
combining external position information with inertial data. However,
attention has been focused on the use of long-range systems such as
LORAN and OMEGA ([7] through [12]). Because the accuracy of the posi-
tion information derived from the VOR/DME system depends upon the rela~
tive location of the aircraft and the VOR/DME station as well as the
number of VOR and DME stations used, the possibility of using VOR/DME
information requires specific consideration. Although the use of VOR/
DME information with an inertial navigator has been mentioned in the
literature [5,13,14,53], no comprehensive study of the possibility of
combining VOR/DME information and inertial data has been found. The
use of VOR/DME information with an inertial navigation system (INS)
has thus far been limited to the use of a VOR/DME position fix to re-
set the position display, no filtering involved [15,16,17].

The inertial systems now onboard aircraft utilize a gyro-stabilized
platform on which the accelerometers are mounted. Thus, in order for
the INS to be useful, the platform must be initially aligned in some
desired orientation. (The locally-level, north-pointing orientation
is used in this study.) This alignment is currently done on the ground
with the aircraft stationary. The possibility of in—-flight alignment
of the platform by using VOR/DME information from one or two stations
is considered in this study.

Regardless of how the platform is initially aligned, due to cali-
bration and random errors (gyro drift, accelerometer null shifts, etc.),
errors in the desired orientation of the platform increase with time.
This results in increasing position and velocity errors. In this work,
the possibility of improving navigational accuracy by updating the INS

with VOR/DME information from one or two stations is investigated.

1.2 Thesis Outline

In Chapter II, brief descriptions of the VOR/DME, inertial, and air
data systems are presented, including their principles of operation and
sources of error. The various errors associated with these systems are
then modeled in Chapter II1. A detailed derivation of the INS error

equations is presented in Appendix A.



In Chapter IV, a filter to combine the information from two VOR/DME
stations with air data is designed. A filter to combine VOR/DME informa-
tion and inertial data is designed in Chapter V. An estimator to deter-
mine the maximum=-likelihood position fix from the VOR/DME measurements
from two stations is derived in Chapter VI.

The simulation results presented in Chapter VII were obtained from
the use of a computer program, a listing of which is contained in Appen-
dix B. The RMS navigation errors for various flight paths using various
combinations of VOR/DME information with and without air data are pre-
sented. The sensitivity of the air-data filter to variations in error
statistics is investigated. The necessary equations for this sensitiv-
ity analysis are derived in Appendix C. The performance of a suboptimal
air-data filter obtained by neglecting VOR and/or DME bias errors is also
investigated. The effect of neglecting states is discussed in Appendix D.

Also in Chapter VII, the results of simulations of in-flight align-
ment of the INS platform using VOR/DME information are presented. The
possibility of improving navigational accuracy by realigning an INS, for
example, before or after a transoceanic flight or periodically during a
transcontinental flight, is studied. The unaided-inertial, realignment,
and position display reset modes of operation are compared. Position
display resets are discussed in more detail in Appendix E. The use of
a low-quality and a high-quality INS while continuously using VOR/DME
data is-also investigated. Finally, suboptimal filters, resulting when
various states are neglected, are studied.

Based on the simulations performed, the conclusions regarding the
possibility of improving navigational accuracy by combining VOR/DME in-

formation with air or inertial data are presented in Chapter VIII.

1.3 Contributions

The major contributions of this work are:

(1) An evaluation of the navigational accuracy obtainable by
combining the information from two VOR/DME stations with
air or inertial data;



(2) An evaluation of the accuracy of in-flight alignment of
an INS by using VOR/DME information;

(3) The presentation of results in a form which facilitate
comparisons, with regard to navigational accuracy, of
the use of one versus two VOR/DME's, the use of an air
data versus an inertial navigation system, and the use
of a high-quality versus a low-quality INS.

Other contributions include the derivation of a more realistic VOR/DME
error model which accounts for bias errors and the investigation of re-

duced-order suboptimal filters.
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II. SYSTEM DESCRIPTIONS

2.1 VOR/DME System

The VOR/DME system is the standard short-range radio navigation aid
agreed upon by the International Civil Aviation Organization [18]. It
is currently the primary air navigation aid for civil aircraft flying
in the airspaces of most of the developed countries of the world. The
VOR (Very high-frequency Omni-Range) provides civil aircraft with the
bearing, 6, relative to magnetic north at the ground station, whereas
the DME (Distance Measuring Equipment) provides the slant range, r,

from the ground station, as illustrated in Figure 2.1.

The VOR/DME system in the United States consists mostly of VORTAC
stations. Each VORTAC station consists of a co-located TACAN -(Tactical
Air Navigation) station and a VOR station. The TACAN station provides
military aircraft with bearing information and has a DME component which
provides both military and civil users with distance information. The
VOR portion of the VORTAC provides civil users with bearing information.
Besides the VORTAC stations, there are several co-located VOR and DME
stations as well as separately located VOR and DME stations. A TACAN
station is equivalent to a DME station as far as civil aircraft are con-
cerned. By a VOR/DME station is meant a co-located VOR and DME where
the DME may be part of a TACAN station.

Transmitting frequencies are assigned to the various VOR/DME sta-
tions in such a way that certain service volumes will be frequency pro-
tected, that is, free of interference from adjacent stations. The VOR/
DME stations are classified with regard to the size of these cylindri-
cally-shaped, frequency-protected service volumes, as shown in Table 2.1
[19]. A category H station is usually usable to a distance of 200
nautical miles (NM) from the station. Category H facilities also
provide L and T service volumes; category L facilities also pro-
vide T service volumes. An aircraft flying within the service volume
of a particular VOR/DME station is usually assured interference-free
navigation signals if it is above the radio horizon and at an elevation
angle less than 60 degrees. At elevation angles above 60 degrees, the

VOR signals are usually unusable due to excessive interference.
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Table 2.1

FREQUENCY-PROTECTED VOLUMES FOR VOR/DME STATION CATEGORIES

Category Frequency-Protected Volume

H 130-NM Radius, up to 45,000 Feet
100-NM Radius, above 45,000 Feet

L 40-NM Radius, up to 18,000 Feet

T 25-NM Radius, up to 12,000 Feet

2.1.1 Principle of Operation and Sources of Error for the VOR

VOR ground stations use a radio frequency carrier (108-118
MHz) with which are associated two separate 30 Hz modulations. One sig-
nal component is a subcarrier of 9960 Hz of constant amplitude, frequency
modulated at 30 Hz. For the conventional VOR,* the 30 Hz component of
the FM subcarrier is independent of azimuth and is termed the "reference

phase."

The other signal component is a 30 Hz amplitude modulatioh, re-
sulting from a rotating field pattern, the phase of which varies with
azimuth. This signal component is called the 'variable phase." The
reference and variable phase modulations are in phase along the radial
corresponding to magnetic north. Thus, the VOR station radiates a fixed
pattern in space such that at any point of observation, the reference
phase and variable phase differ by an angle equal to the magnetic bear-

ing of the observation point relative to the VOR station. For a detailed

technical description, see [20,23].

A major source of error in the VOR system is the misalignment of
the station radials, that is, an error resulting because the phase dif-~

ference between the reference and variable signals is not precisely zero

*Although the conventional VOR is the most widely used type of VOR, there
are several other types [20,21,22]. However, the only other type in
general use is the Doppler VOR which has been installed at sites where
the conventional VOR yields excessive error.



along the radial in the direction of magnetic north. A similar type of

error is due to imperfect calibration of the VOR receiver.

Another major source of error in the VOR system is the reflection
of the emitted radio signals from fixed obstacles (trees, power lines,
buildings, etc.) in their paths [20,24]. These so-called siting errors
are demonstrated in Fig. 2.,2. The course perturbations caused by siting

errors are classified as follows:

(a) Bends: very low-frequency, flyable course perturbations,
(b) Scalloping: low-frequency, non-flyable course perturbations,

(c) Roughness: rapid, irregular, non-flyable course perturbations.

Vertical polarization is another source of error in the VOR system
[20,23]. 1deally, the VOR signal is to be horizontally polarized. How-
ever, there is a vertically-polarized component which produces bearing
indications which are at quadrature with true bearing information. Po-
larization error can cause the bearing indication at a given observation

point to vary with the heading and attitude of the aircraft.

Other sources of error in the VOR system include fluctuations in
the 60 Hz power supply of the VOR station, reflections from other air-
craft [25], meteorological effects, receiver produced noise, and receiver

sensitivity to frequency and strength variations of the 30 Hz signal.

2.1.2 Principle of Operation and Sources of Error for the DME

The airborne DME interrogator emits a signal (960-1215 MHz)
consisting of a pair of pulses. Upon receiving the signal, the ground
transponder emits a pair of reply pulses which are received by the air-
craft. Knowing the speed at which the signal travels and the elapsed
time between the transmission of the interrogation signal and the recep-
tion of the reply signal, the slant range of the aircraft relative to
the ground station is readily determined. In normal operation, the DME

gives the slant range at a rate of 15 samples per second. For further

details, see [26,27].
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Errors in the DME system arise from errors in the determination of
the total traveling time of the interrogation and reply signals. One
such error arises from error in the time delay between the reception of
the interrogation signal by the ground transponder and the emission of
a reply signal. An error of similar type results from a calibration
error in the airborne equipment. Pulse-distorting echoes cause errors
in the determination of the arrival time of the interrogation pulse at
the ground transponder and of the reply pulse at the airborne receiver.
Also, the randomness of the amplitude of successively received interro-
gation signals, due to the fact that both near and far aircraft are us-
ing the same transponder, introduces error into the DME system since
the time-of-arrival of a pulse is based on the instant the leading edge
reaches a fixed voltage level. Other sources of error in the DME system
include transponder replies to other aircraft, pulses randomly emitted
by the transponder, and receiver generated noise. For additional infor-

mation concerning DME errors, see [27].

2.2 Inertial Navigation System

An inertial navigation system (INS) utilizes accelerometers, whose
orientation in inertial space is known, to sense the acceleration of a
vehicle, and then, integrates the acceleration to determine velocity and
position. The INS's currently onboard -aircraft have the accelerometers
mounted on a gyro-stabilized platform, a structure gimbaled relative to
the aircraft in such a way that it will maintain a specified spatial ori-

entation regardless of the motion of the vehicle.

Although there are many types of accelerometers, an accelerometer
is basically a proof mass suspended within a case which is attached to
the platform. As the vehicle accelerates, the proof mass is displaced
relative to the case, the magnitude of the displacement being a measure
of the acceleration of the vehicle. The acceleration measured by the
accelerometer is the component, along the sensitive axis of the acceler-
ometer, of the vehicle acceleration in inertial space minus the gravity
mass attraction. Thus, a knowledge of the gravitational field in the

space where an inertial navigator operates is necessary.
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Basically, a gyro is a device consisting of a spinning rotor
supported by gimbals. In the absence of torques, the spin axis of the
rotor will remain fixed in inertial space. However, when a torque is
applied perpendicular to the spin axis, the spin axis will rotate in
inertial space in such a way that the rate of change of angular momen-~
tum with respect to inertial space is equal to the applied torque. Thus,
a gyro can be used to establish a reference line in inertial space and
the direction of this reference line can be changed by the application

of torques.

In this study, it is assumed that three single-degree-of-freedom
gyros (see e.g., [28]) with their input axes mutually orthogonal are
mounted on the stable platform as are three accelerometers with their
sensitive axes along the input axes of the gyros. Furthermore, it is
assumed that the platform is always maintained as close as possible to
level with the earth with the sensitive axes of the accelerometers point-
ing east, north, and up. This is accomplished by feeding the gyro output
signals (which are a measure of the rotation of the platform in inertial
space) to servo loops which drive the platform gimbals to maintain the
platform in its desired‘orientation. The gyros are torqued to compen-
sate for earth rotation and other known (but undesired) torques acting

upon the gyros, thus preventing undesired platform rotations.

The errors in the navigational information from an INS are due
mainly to errors in the accelerometers and gyros. The principle accel-
erometer errors are null-shift, scale-factor, and axes-misalignment er-
rors. Null shifts result in a nonzero accelerometer output for a zero
acceleration input. Scale-factor error is a result of an inaccuracy in
the proportionality constant relating proof mass displacement to actual
acceleration. Axes-misalignment errors are due to errors in mounting
the accelerometers so that their sensitive axes lie precisely along the
desired directions on the platform, thus resulting in the accelerometers
reading a component of acceleration orthogonal to their intended sensi-

tive directions.

The major gyro errors are uncompensated drift, torquer scale-factor

error, and axes misalignment. Uncompensated gyro drift, due to undesired

13



mechanical or electrical torques, results in a gyro output that is not
due to rotational motion, thus resulting in errors in positioning the
platform. Torquer scale-factor error causes an error in the control
torque applied to the gyros, which results in an error in platform ro-
tation proportional to the rotation. Misalignment of the input axis of
a gyro causes the gyro to sense a component of rotation orthogonal to
the intended direction of its input axis, resulting in improper inputs
to the platform stabilization servos. For detailed discqssions of ac-
celerometers and gyros, and their associated errors, see e.g., [28]

through [31].

2.3 Air Data System

Air data, that is, airspeed and heading, are available onboard most
aircraft. By measuring the static pressure (the absolute pressure of
the still air surrounding the aircraft), the stagnation pressure (the
pressure measured in a tube with one open end and one closed end, the
open end pointed into the relative wind), and the air temperature, the
true airspeed (speed with respect to local air mass) of an aircraft can
be determined ([30], Chapter 11). Aircraft heading information can be
determined from a simple magnetic compass and/or from a directional gyro

([30]1, Chapter 10).

When taking air data to be a measure of the velocity of the aircraft
relative to the ground, the dominant error is the uncertainty in the ve-
locity of the winds. Although there are certainly sensor errors involved
with obtaining air data, they are so small when compared to the error due

to winds that it is not worthwhile to treat them separately.
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II1. ERROR MODELS

3.1 Air Data System

A simple kinematic model of the aircraft is¥

r=V , (3.1)

where r 1is the radius vector from a reference VOR/DME station to the
aircraft with the differentiation being performed in the reference frame
shown in Fig. 2.1, and V is the velocity of the aircraft relative to
the ground. Now,

(3.2)

+ ’

V=V \j
- -a -

where Ya is the velocity of the aircraft as determined by the onboard
air data and !w is the air data error. ILetting x and vy, Vax and

vV , and V and V denote the easterly and northerly components
ay WX wy

of r, Ya’ and Yﬁ, respectively, it is seen from Egqs. (3.1) and (3.2)

that

X =V + V.. > ' (3.3)
v =V 4+ V ] 3.4
o=V Voo (3.4)

The aircraft is assumed to be flying at a known, constant altitude.

The air data errors, wa and wa, are caused by winds and by
airspeed and heading instrument errors. As mentioned earlier, the winds
usually dominate the airspeed and heading errors, so it is not worthwhile

to go into detailed models for the airspeed and heading instrument errors.

*
A dot denotes differentiation with respect to time; an underlined quan-
tity is a vector.
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Hence, the air data errors, wa and wa, are essentially the easterly
and northerly components of the wind velocity.

It seems intuitively reasonable to model the wind velocity components
as exponentially-correlated processes. Thus, processes wa and V
are sought which approximate the wind velocity components and have corre-

lation functions*

E[ywx(t + T)wa(t)] Oix exp[f|1|/wa] , (3.5)

E[wa(t + T)wa(t)] ciy exp[flrl/Twy] ) (3.6)

where owx and wa, and Gwy and Twy are the standard deviation
and correlation time of wa and wa, respectively. Only the slowly-
varying, high-magnitude winds are of concern, since high-frequency gusts
produce no net displacement of the aircraft. Experimental data regard-
ing wind conditions are difficult to interpret. However, a reasonable
value for cwx and Gwy seems to be about 40 knots [4] while the mean
values of wa and wa should be assumed to be zero unless other val-
ues are known from prior knowledge of the wind conditions along a partic-
ular flight path. A reasonable value for the correlation distances of
both wa and wa is thought to be about 50 nautical miles (NM). Al=-
though. wa and wa are likely to be correlated, they are assumed to
be uncorrelated here because of a lack of experimental data regarding
their correlation. More accuratevestimates of wa and wa by a £fil-
ter would be possible if their correlation were known.

Shaping filters that generate the independent, exponentially-corre-

lated processes wa and wa are given by** ([32], Section 11.4)

*
E[-] 1is the expected value function.
*%
Implicit in this model is the assumption that Vgy and wa are

gauss-markov processes. This assumption is made so that presently
developed filter design techniques will be applicable. There is no
reason to believe this assumption is not a reasonable one. All errors
in the systems which are considered in this work are assumed to be
gauss-markov processes.
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n y (3.7)

i
|
<
+

1
Yoy =T Yy * T twy -8

wy wy

with
i 3.9
E[wa] and E[wa] given , ( )
o} = 0 = 40 knots , (3.10)
wx wy
T =71 =22 (3.11)
wxX wy A

where nwX and nwy are independent white noise processes with®

E[n ] =0, E[n (t + T)n (t)] = 2T 02 d(t) , (3.12)
WX WX WX WX WX
2

= t)| =2 . 3.13

E[nwy] 0, E[nwy(t + T)nwy( )] Twyowya('r) ( )

3.2 Inertial Navigation System

In Appendix A, the INS error equations are shown to be

SR =38V - p X B8R , (3.14)

2

. 2 “s
BV =g - WBR -yXa=- (20Xp) X +3—6RR , (3.15)
y=e-wxy , (3.16)

*
5(t) 1is the Dirac delta function.
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where the time derivatives are taken in true coordinates and

|
]

radius vector from the center of the earth to the vehicle,
R = magnitude of R,

3R = error in computing R, that is, position error,

3R = magnitude of 3R,

8V = error in computing V,

p = angular velocity of the true coordinates relative to the'earth,

! = angular velocity of the earth relative to inertial space,

wz = g/R, the square of the Schuler angular frequency,

g = magnitude of the gravity vector (including centripetal acceler-
ation),

a = accelerometer error,

¥ = vector angle relating the platform and computer coordinates,

platform drift rate,

im
il

1€
0

g+ &, and

a = accelerometer output,

For the simulations performed here, a is taken to be the nominal
accelerometer output along a nominal flight path, that is, from Appendix

A,

a=-Va+(20+p) XV -g , (3.17)

where the differentiation is taken in true coordinates, V 1is the ve-
locity of the vehicle relative to the earth, and g 1is the gravity
vector which includes centripetal acceleration due to the earth's rota-
tion.

For this study, a latitude-longitude mechanization is used, that
is, the platform is maintained as closely as possible to locally-level,

with respect to the earth, with accelerometer sensitive axes pointing
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east (x), north (y), and up (z). The relationship between the
platform axes (x,y,z) and the earth-fixed axes (X,Y,Z) for the
latitude-longitude mechanization is illustrated in Fig. 3.1 where
and A denote latitude and longitude, respectively. Since the lati-
tude-longitude mechanization breaks down near the poles of the earth,
it is assumed that the vehicle does not operate at high latitudes.

Since the vertical channel of the INS is unstable ([33], Section
4.6), for this study it is assumed that accurate altitude information
is available from another source. Thus, only the two horizontal chan-
nels of the INS are considered. A further assumption is that the earth
is spherical and that gravitational equipotential surfaces associated
with g are spherical. Although the nonspherical character of the
earth and its gravitational field must be taken into account during
actual operation, for the simulations performed in this work, this as-
sumption is considered reasonable.

Under the above assumptions, it follows that

R_ =R =0, R =R, B3R =~ 3R =~ O , (3.18)
X y z z
R,
gx=gy=0, g, = "8, g =8, 3 > (3.19)
R
Qx =0, Qy = cos A, Qz = Q sin A , (3.20)
XZ Vx Vx
Py = ~ R’ Oy =R ! Oz =R tan A , (3.21)

where g, is the magnitude of g at the surface of the earth (x 32.2
ft/sec/sec), R0 is the radius of the earth (x 3440 NM), and  is
the earth rotation rate (=~ 15.04 deg/hr). The subscript x, y, or =z
denotes the component along the x, y, or 2z axis of the associated

vector quantity.
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Resolving Eqs. (3.14), (3.15), and (3.17) along the x and y
‘axes and Eq. (3.16) along the x, y, and 2z axes and using Eqs. (3.18)
through (3.21) yields:

BR_ = BV_ + pz5Ry ’

5éy = oV, - 0,0k,

V. = - w28R - Ya +¥ya + (20 + p ) dV,

X p.4 s X y Z zZy Z zZ y

50y = a - wzsny - Ve +Va - (20 + o) 8V, (3.22)

ik = &% T wsz + szy !

JIy = €y - szx + wxwz !

ﬁz =€ " wny + wny ?

and

a = Qx + (29y + py)Vz - (ZQZ + pz) Vy’
a, = 9y + 20+ p V=0V _, ’ (3.23)
a, = ‘./z - (29y + py)Vx + pry +g . )

The platform attitude error, g, that is, the vector angle relat-

ing the platform and true axes, is given by

g=vy+28 , (3.24)
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where %08 is the vector angle relating the computer and true axes. TFor

the mechanization used, the components of §Q are given by

5R BR_ SR
59x - __Rl, aey =5 592 =Ttan A . (3.25)

=)
¢X=‘VX-R ’

(3.26)

<
il
<
+
(o4
=]
»
-~
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i

<
+

.,

ct
o
=}
>’

where Qx and ¢& are called the platform tilt about the east and

north axes, respectively; and gé is called the platform azimuth error.
Having described in Section 2.2 the sources of error in the acceler-

ometers, the east accelerometer error (Q%) and the north accelerometer

error (Q&) will now be modeled. Assuming a high-quality INS operating

in cruise conditions, the main source of error in the accelerometers is

due to null shifts. This error can be modeled as an exponentially-corre-

lated process [7,8,34]. A reasonable value for the standard deviation

of this process is 10'-4 g [7,8,31] while the mean value is assumed to be

zero. The correlation time is very long, a reasonable value being 10

hours [7,8]. Hence, the models used for a% and Q& are given by

S SO
A = T % T o !
aX aX
> (3.27)
P S T
y T, %y T, a ’
y y /

22



with

-4
6 =0 =10 g , (3.28)
(04 04
X y
T =T = 10 hours ,
o} Q,
X y

where na and na are independent white noise processes with

X y
E ; ] =0 E ; (t + T)n (t)q = 2T 02 5(1)
= y = ?
-O%J _O& - ] O% O%
(3.29)
o n [~ . B 2
E|n =0, E{n_ (t + ©)n_ (t)| = 2T o 3(7)
(04 0 a
Ly -y y . y 'y
The quantities Uﬂk and Tak’ and csay and TOry are the standard

deviation and correlation time of Q& and Q§, respectively.

The platform drift rate ¢ is due mainly to uncompensated gyro
drift. Hence, gyro drift is the only source of gyro error that will
be modeled. For our purposes the gyro drift can be modeled reasonably
well as an exponentially-correlated process [7,8,31,35,36]. For high-
quality gyros, .a typical value of the standard deviation of the gyro
drift is 0.01 deg/hr [17,31] while the mean value is taken to be zero.
Furthermore, a reasonable value of the correlation time is 5 hours [7,
8]. Hence, the models for east gyro drift (ex), north gyro drift
(ey), and vertical gyro drift (ez) are given by

.1 1
& =TT &t T nex ’
€x EX
. 1 1
= - —— ¢ + —p 3.30
Gy Te y T€ €y ) ( )
: y y
.1 1
27T StrrT .
€Z €Z z
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with

o] =g =0 = 0.01 deg/hr |, (3.31)
€4 ey €,
T =T =T = 5 hours |,
€x ey €,
where n , n , n are independent white noise processes with
ey €,
] i T 2 \
Eln =0, Eln (t + ©Tn ()| =2T o &(1) ,
. ex_ & €x €x € S
— A - -
Eln [=o0, Efn_ (t+ Dn_ ()] = 2T_o” (1) , > (3.32)
[ Sy | €y y vy Sy
P — r~ - 2
Eln =0, Eln (t + t)n )] =2T o s(1) .
| €z L €2 € J z 2

The quantities Uex and Tex’ g and Tey’ and Oez and T€z are

€
y
the standard deviation and correlation time of €y ey’ and ez’ re-

spectively.

3.3 VOR System

Having described the sources of error in the VOR system in Section
2.1.1, attention will now be turned to the mathematical modeling of these
errors, First of all, consider the errors due to the misalignment of
station radials and imperfect calibration of the VOR receiver. The mean
values of both of these errors are approximately zero while the standard
deviations are about 0.8 degree and 0.6 degree for the former and the
latter, respectively [37]. During the time that a given aircraft is

using a particular station, these errors are essentially constant.
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Hence, they can be modeled as random, but constant, biases. Denoting
the sum of these two errors by bV’ a shaping filter which generates
bV is given by

b =0 . (3.33)

Furthermore, since the two errors are independent, the mean value of

bV and the standard deviation of bV’ o are

by’

= =1. . .34
E[bv] o, % 0 degree (3 )

let eV denote the error in the VOR system due to all sources ex-
cept radial misalignment and receiver calibration. The mean value of

eV is essentially zero while a reasonable value for the standard devi-

ation of e is 1.0 degree [4,38]. Since VOR receivers are de-

V’ Gevi
signed to filter out error components with frequencies comparable to

those of roughness, the correlation time of e is approximately

v Tey
equal to the inverse of the maximum scalloping frequency. Noting that
the spatial pattérn established by the VOR is essentially fixed and
that it is the motion of the aircraft which causes ev to vary with
time, it follows that the value of TeV depends on the speed of the
aircraft. Hence, a correlation distance is sought. Typical values of
the maximum scalloping frequency per knot which were found in the 1lit-
erature [4,6,38] range from 1.25 X 10_4 to 4.2 X 10—4 Hz/knot. Thus,

a realistic value of the maximum scalloping frequency per knot is 2.8 X
10_4 Hz/knot. This corresponds to a correlation distance of about 1.0
NM. Hence, at jet ajirliner cruising speeds, Tg will have a value on

A

the order of 10 seconds (e.g., Te, = 7.2 seconds at 500 knots). Since

A
this correlation time is very short compared to the correlation times
associated with the air data and inertial systems, eV will be modeled

as white noise:

- .2
E[ev] =0, E[ev(t + T)ev(t)J = ZOeVTeVS(T) , (3.35)
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where

g = 1,0 degree , Te == - (3.36)
v v

The choice of the values of the parameters in the above model is
based on the assumptions that quality receivers are used, that is, the
type used on jet airliners, and that the VOR stations are located at
good sites (or that Doppler VOR is being used at a poor site) so that
siting errors are minimized. Also, it is implicitly assumed that the
errors are independent of the flight path. The literature indicates

that these assumptions are reasonable {[38].

3.4 DME System

The errors in the DME system, which were described in Section 2.1.2,
will now be modeled. First of all, consider the error in the time delay
between the reception of an interrogation signal by the ground transpon-
der and the emission of a reply signal and the error due to imperfect
calibration of the receiver. Although both of these errors may vary
slowly because of component drift, temperature changes, or power supply
variations, they are essentially constant during the time a particular
aircraft is using a particular DME station, Furthermore, these two er-
rors are independent, each having a mean value of zero and an RMS valﬁe
of about 0.1 NM [26,37,38]. Hence, their sum, bD, can be modeled as

a random bias, that is,

BD =0 , (3.37)
with
E[bD] =0, Ob =0.14 NM , (3.38)
D
where Ob is the standard deviation of bD.
D
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let the error in the DME system due to all sources except the two
sources of bD be denoted by eD. The mean value of eD is taken to
be zero and 0.1 NM is taken as a reasonable value for its standard de-
viation, Oep [4,38]. The correlation distance of e is taken to be
0.5 NM. Since the corresponding correlation time at jet cruising speeds
is short compared to the characteristic times associated with the air

data system or INS, eD can be modeled as white noise, that is,

2
E[eD] =0, E[%D(t + T)eD(t)] = ZoeDTeDS(T) , (3.39)

with

o, =0.1N, T o= R (3.40)

where TeD is the correlation time of eD.
The above models assume quality airborne DME receivers. For such
equipment, the DME error is independent of the range from a station

[26, 38].

3.5 Summary

The air data, INS, VOR, and DME error models are summarized in
Table 3.1. The correlation times shown are for an aircraft flying at
a speed of 500 knots. The mean values and RMS (Root-Mean-Square) val-
ues are thought to be reasonable values for a "typical” VOR/DME sta-
tion, assuming the use of quality receivers, that is, the type used on
jet airliners. The values of the INS error parameters shown in Table
3.1 are for a high-quality system. For a low-quality INS, the RMS value
of the gyro drifts is taken to be 1.0 deg/hr.

27



SUMMARY OF AIR DATA,

Table 3.1

INS, VOR, AND DME ERROR MODELS

E Mean RMS Correlation Model
System rror Value Value Time
A Given 40 knots 360 sec Exponentially
wX Correlated Process
Air
Data .
. ) Exponentially
40
va Given knots 360 sec Correlated Process
Exponentially
0 0.01 d h
€x’ey’ez 0 eg/hr 5 hours Correlated Process
INS
- Exponentially
10-4
0&’0& 0 0™ ¢ 10 hours Correlated Process
bV 0 1.0 deg hours Random Bias
VOR
eV 0 1.0 deg 7.2 sec White Noise
bD 0 0.14 NM hours Random Bias
DME
eD 0 0.1 NM 3.6 sec White Noise
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IV. FILTER FOR COMBINING VOR/DME INFORMATION AND AIR DATA
In this chapter, a filter is designed which combines the information

from two VOR/DME stations with air data. This filter can be used with 0,
1, or 2 VOR's and O, 1, or 2 DME's.

4,1 System Model

The VOR/DME station configuration is shown in Fig. 4.1. The vector
R is defined by

R, - R . (4.1)

The easterly, northerly, and vertical components of R

-1 4
Y B Ggi¥gihy)s and (X5, 50500

tively. Furthermore, the VOR and DME measurements from station 1 and

Ry and Ryo

are denoted by (x ), respec-

station 2 are denoted by V1 and Dl’ and V2 and D2,

Using these definitions and the error models derived in Chapter III, the

respectively.

system model is:

State equations:

that is, } (4.2)
r‘. = | ""r' . <, = [ .
%, fb o 1 o | x, v 0
; 0 0 1 |
Y1 0 | O Y1 Vay no
v 0 o-(_l_) o 14Xy 0 X
WX T.wx | wX ;I;WX
v o o o-(z)! v 0 =,
'Wy =B w?r_ _I_—__ wy + + wy
byq b1 0 0
by 0 by 0 0
. (4 X 8)
byg by 0 0
5 ‘
| "oz| [ A2 [°J L°J
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§ VERTICAL AIRCRAFT

_X/
(REFERENCE) L2
= 7 NOF
\<el\ N /" NORTH
T~o \ 7X
~—_ \ // |

EAST Y

Fig. 4.1. VOR/DME STATION CONFIGURATION.
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where the subscripts 1 and 2 indicate the station with which a quantity

is associated.

Measurement equations:

that is, (4.3)
— 94~ 7

V1 arctan (xl/yl) + bV1 e

2 2 271/2
Dy [xl +yy o+ hl] + bDl €nq
= + .
V2 arctan [(x1 - x12)/(y1 - le)] + bV2 /o
. 2 2 271/2

Dy [(xl X197+ g TVyp) + by T Byy) ] * Ppa °p2

I - - e

Note that since a kinematic model is being used, the air data com-
ponents Vax and Vay are treated as forcing functions, not as mea-

surements.

4,2 Linearization

Since the measurement equations (4.3) are nonlinear, a lineariza-
tion procedure must be utilized if linear filtering theory is to be
applicable. In actual operation, linearization would be performed about
the current estimate of the flight path: For the error analysis here,
linearization is performed about a predetermined nominal path. Denoting
the nominal values of x and z by g and E, respectively, it fol-

lows that

| ¥
Il
IX]
+
&

(4.4)

IN
I
IN]
+
R
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where dx

nominal values.

and 5z are small perturbations of X and 2z

about the

If Eqs. (4.2) and (4.3) are expanded in a Taylor ser-

ies about the nominal values and only first order terms are retained,

the following set of linearized perturbation equations results:

8% = Fox +n ,
bz = H3x + v

(4.5)

where H is the derivative of fg(i,t) with respect to X, evaluated

at g; that is,
y. -
1 1
T ’ T ’ 0,0, 1’0,0’0
X 2
1 1
0,0,0,1,0,0
2 H 2 1 2 ’ ’ ’ ? ’ ?
A+h 1/2 A+ h /
1 1
- B
ox X=X _ _
y, —-Vy p.¢ - X
1 12 12 1
= , = , 0,0,0,0,1,0
*1 7 %19 Y1 7 Y12
2 1/2 ? 2 1/2 ’ 0’0)0!0’0'1
[B+“ﬁ_hm)] [B+m1—%2)]
B (4.6)
where
-2 -2 = 2 = 2
Let to denote the time that the filter is initialized. Then, in

- view of the modeling domne in Chapter ITI, it follows that
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E[n(t)] = E[v(t)] = E[g(t)gT(r)] =0 , (4.8)

E[6X(t )} E[&x(t )nT(t)] = E[Sx(t )VT(t)] =0 , (4.9)
-0 — o - — o' -

E[E(t + T)ET(t)] Q5(1)

. 2 2
dlag{o,0,ZGWX/TWX,Zowy/Twy,O,O,O,0}8(1) , (4.10)

E[X(t + T)gT(t)] = R(T)

' 2
= diag{2T o ,2Te ae ’
vi vi D1 D1
2 2
2T o ,2T ¢ 5(t) . (4.11)

®v2 ®v2  °p2 ©p2
The error covariance matrix, P, at to is given by

T
P(t ) = E[éz(to)gz (to)] ) (4.12)

where all the elements of P(to) are zero except for those on the main
diagonal, Plz(to) [the element in the first row and second column of

P(to)], and le(to). In particular,

2 2 2
’Ob ,ob , (4.13)

D1 V2 D2

2 2
o ,0

2 2 2
diag P(t ) = {o (t J),d_ (t), y G » O
o x1 o y1 o wx' wy bV1 b

2
leyl = Plz(to) = le(to) = El}ml(to)Syl(to)] . (4.14)

Note that the values of all quantities appearing in Eqs. (4.10) through
(4.14), except oxl(to), oyl(to), and oxlyl(to), can be readily de-

termined from the previous discussions (see Chapter III).
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4,3 1Initial Position Errors

From Fig. 4.1, it is easily seen that

- S1/2

2 2 A
X, = LRl h1- sin (91) s
(4.15)
- -1/2
2 2
Yy = LRl - h1- cos (61) ,

where R1 is the magnitude of 51. Denoting the total errors in the

VOR and DME measurements from station 1 by Ev1 and EDl’ respectively,
the values of x1 and y1 determined from this VOR/DME measurement are
- [, +E )2—h2q1/2 in (6, + E_.)

*m T [T Pm 1] S T B o

(4.16)
= -(R E )2 - hqu/2 (] E_.)
Yim 7 M T b1 1] %% ¥t R -
Subtraction of Eqs. (4.15) from Eqs. (4.16) yields:
9 1/2
Exl = xlm -x = [(R1 + EDl) - hl] sin (91 + Evl)
1/2
2 2
- [Rl hl] sin (61) ,
(4.17)
9 9 1/2
E = - = E -
y4 ylm Yl [le + D1) hl] cos (91 + Evl)

For |ED1| << R1 and |EV1| << 1, these relations may be approximated
by
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2o}
]

2, 2 , |
. (1 - h1/2R1)[ 1 COs (91)Ev1 + sin (91)ED1] ,
(4.18)
E = (1 - hi/ZRi)[éos (91)ED1 - R1 sin (61)EV1] .

From Eqs. (4.18) and the fact that EV1 and ED1 are uncorrelated,

it follows that

1l

2
2 2 2 2 2 2 2 . 2 2
o] E[Exl] = (1 - h1/2R1) [Rl cos (91)0Vl + sin (Gl)oDl] ’

2 .

2 [ 2 2 2) 2 2 2 2 27

oyl = E Eyl] = (1 h1/2R1 [Rl sin (91)0V1 + cos (Gl)oDl] , (4.19)
2 [ 2, 2\? 2 22

= E = (1 - h,/2 ) i 26 ( - >

Oy y E Ex y ] ( 1/ R, ) sin ( 1) ay " Ry0 /2 ,

171 [ "1 71
where

2 2 2
0. =E|E = g + d ’
vioov Vi V1

(4.20)
2 [ 2 ] 2 2
a. = E|E = Q. + 0 .
D1 . D1 bD1 eD1

2
The initial position variances Okl(to) and ogl(to), and covari-

2
ance oxlyl(to), are calculated from Eqs. (4.19) and (4.20) by substi-

tuting the values of 91 and Rl at to.

4.4 Filter Equations

The Kalman-Bucy filter which gives the maximum=-likelihood estimate
of the state vector, g; for the continuous-time, discrete-~data system

described by Eqs. (4.1) through (4.14) is given by [40,41]:
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Between measurements,

R=FR+f , (4.21)

. T
P=FP+PF +Q . (4.22)

At a measurement,
8 =% +xiz-4&01 , (4.23)
P_= (I - KHP_(I - k" 4+ kR'KT (4.24)
-1

k=P (lH + R') (4.25)

where P 1is the error covariance matrix, I is the 8 X8 identity ma-
trix, and the - and + designate values before and after the measure-
ment, respectively. Since a discrete approximation of the continuous
measurement process is used for the purposes of simulation, R' is
equal to R divided by the time between measurement updates.

A solution to Eq. (4.22) is of the form (see, e.g., [32], p. 453)

t
P(t) = <D(t,t1)P(t1)<I>T(t,t1) + f @(t,T)Q(T)QT(t,T) dt , (4.26)

Y1

where @(t,tl) is the transition matrix associated with the system

X = Fx and satisfies

d
3T Ot t) = F(oet, t,) ot ,t) =1 . (4.27)

For the system under consideration, the following expression for the

transition matrix can be found by solving Eq. (4.27):
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l o
r-l 0 T (1-M) 0 I
wXxX
|
0 1 0 T (1~-N) I 0
|
o o M 0 | (4 x4)
Q(t,tl) = I , (4.28)
0 0 0 N I
|
- (4 X 4) | (4 X 4)
where
M= exp{-(t - tl)/TWx} ,
N = exp{-(t - tl)/Twy} , (4.29)
I = identity matrix
Define
A t T
J =f o(t,T)Q(TId (t,T) dT . (4.30)
t
1

Substituting from Eqs. (4.10), (4.28), and (4.29) into Eq. (4.30) and
integrating yields:

J(i,j) 0 fOr all i,j = 1,2, o0 0y 8 ’,

except

2
J(1,1) = waowx[2(t -t) =T _(3-MWA - M)] ,

2 2
J(1,3) = J@3,1) =T o (1-mw°
9 > (4.31)
ng,z) = waowy[é(t - ty) - Twy(3 - @ - N)] ,
’ 2 2
J(2,4) = J(42) =T 1-N ,
2,4) = J(4,2) = T, 0 (1 - N
2
3(3,3) = d_(1 - )
2 2
J(4,4) = 1 - . /
( ) owy( N)

37



Thus, from Eqs. (4.28) through (4.31), Eq. (4.26) is seen to constitute
a closed-form solution to Eq. (4.22) which involves only the multiplica-

tion and addition of matrices.

4.5 Summary

The design of a filter to combine VOR/DME information and air data
was based on a kinematic model of the motion of the aircraft projected
onto the local horizontal plane at the reference station. It estimates
two components of position relative to station 1, the two horizontal
components of wind velocity, and the VOR and DME biases associated with
each station. The initial position error statistics are those obtained
by taking a VOR/DME reading from the reference station. When the air-
craft stops using a VOR/DME station and begins to use another, the bias
error estimates must be re-initialized. For purposes of error analysis
the measurement equations were linearized with respect to a nomimnal
flight path. For real-time application the linearization should be

with respect to the current estimate of the flight path.
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V. FILTER FOR COMBINING VOR/DME INFORMATION AND INERTIAL DATA
A filter to update an inertial navigation system with the information

from two VOR/DME stations is designed in this chapter. This filter can be
used with 0, 1, or 2 VOR's and 0, 1, or 2 DME's.

5.1 System Model

In view of the models derived in Section 3.2, the state equations are:

X =Fx +n ,

that is
! (5.1)
s ] [o 1 o o o o o o 0 0 o ! Ter} (o7
x Pz i x
)
. 1
- 1 o o 0 0 ° ° ° SR o
ok, o, O 0 0 | ,
|
. ‘2 : t A
) 1 0 v )
av: -“s 0 0 (zﬂz+pz) 1] e, ay 0 0 . 8V,
!
2 : i
v R ) s, 0 a0 0 o 0 O 5, o
1
i
i o o 1) o o u, 1 o 0 o o | v, 0
i
H ° ° o 0 - ° w ° 1 o o o ' O ¥ 0
y z x 1012 X 4) y
1
)
- 1
v, o o ) 0 o e 0 0 0 0 o ’, 0
|
n
1 1 €x
o o ° 0 6o o o -2 o ° o o ¢ =
5 Te, ] x Te,
= | *ln
€y
o o o 0 o o o 0 - o 0 o ! c —¥
& Tey | y Tey
! 0
o o 0 0 o o ) 0 0 1 o o ! e fz
€, - — —_
2z ‘I‘ez : 2z Tez
. 1 1 Max
& o o 0 0 o o o 0 ) ) -2 o a, =
¥ Cx ) Ox
n
& o o ° ) o o o ) ) o ) - ;1— ' & ;—L‘-
% ay
l’Vl b\rl Y
. 0
L Py (4 x 16) Ce Po1 0
byz by 0
b 0
L2 L I |t R
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Since the state variables of the filter are errors in the inertial and
VOR/DME systems, it follows from the linearization performed in Section

4,2 that the measurement equations are

Z=H +v ,

h
that is, .2)
BR
X
SR
_ T _ | | - y — -
- = i | Bv_
"1 1 | [ o
v, N ’ A | I &V vi
y
| |
| n ¥y
| |
_ _ I | ¥y
x1 yl | |
8D, 1172 ' 172 ) ! v, °p1
[A * h1J [A * h1] | | ¢
1 0 ] I +
= H(4X10) 14X} e ’
— = I I
y -y X - X
1 12 12 1 I I €
v, B ¥ B | I z Cv2
| | a,
! !
i i Q
_ _ ! | y
' Xy " X9 Y1 " Y1 ' : Py1 .
8D, o172 1172 : | b D2
[B + (hy -h.) ] [B + (hy =h ) ] | | D1
] L I ! - bv2 .
Pp2
with
2 =2 - 2 - 2
A = X] + Y] B = (x1 xlz) + (y1 ylz) , (5.3)

where 5V1 and 8D1, and 6V2 and 5D2 denote the differences between
the actual and nominal VOR and DME measurements from stations 1 and 2,

respectively.
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In the derivation of the measurement equations, it was assumed that
true coordinate axes, that is, the set of axes with its origin at the
location of the aircraft with the axes pointing east, north, and up, and
the reference station coordinate axes (see Fig. 4.1) are parallel when
in fact they are not, due to the curvature of the earth's surface. How-
ever, since an aircraft can use a VOR/DME station which is at most 200
NM away, the true and coordinate axes are rotated relative to each other
through small angles when not at high latitudes. Hence, the differences
between the components of 51, 52, and 512 in true and station coordi-
nates are small and are therefore neglected. 1In other words, in the sim-~
ulations, flight paths consisting of a series of straight-line segments
rather than true great circle paths are flown.

Letting to denote the time that the filter is initialized, it
follows from the models derived in Chapter III that

E[E(t)] = E[g(t)] = E[E.(t)gT(T)] =0 , (5.4)

Eﬁi(to)] = E[ﬁ(to)nT(t ] = EE&(to)z?(t)] =0 , (5.5)

E[E(t + T)gT('t)] = Q5(7)

20 202 202 202

Q
T T T 0,0,0,00 5(7),
X ¥ -zf\ x y

I
©
o
L
L
L
L
=
-

(5.6)

E[g(t + T)XT(t)] = R8(1) (5.7)

where R 1is given by Eq. (4.11). The error covariance matrix, P, at

time to is given by
P(t ) = E|x(t )x (t ) | 5.8
of T TFV o= Yo ! (5.8)
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where all the elements are zero except those on the main diagonal, and

possibly Plz(to) and P21(to). In particular,

2 2 2 2 2 2 2
diag P(to) = 1% (to)’oR (to),crV (to),cv (to)’cw (to)"’w (to)’oﬂr (to),
X y X y X y Z
2 2 2 2 2 2 2
10,1050 10 0 40 ) (5.9)

2
g ,0 ,0 _
€ €y €2 X Yy vl bD1 v2 bD2

2 _ _ .
oRny = Plz(to) = P21(to) = E[éRx(to)SRy(to)] = E[%xl(to)byl(to)] .

(5.10)

In Eq. (5.9) and (5.10), the initial position error statistics may be
those associated with a VOR/DME reading (see Section 4.3) or those de-
termined from another estimate of position. The variances of the ve-
locity and platform attitude errors will depend on the state of the INS
when the filter is initialized, and the values of the remainder of the
variances appearing in Eq. (5.8) are readily determined from the error

models derived in Chapter III.

5.2 Discretization

For the purposes of simulation, the continuous, time-varying, linear
system under consideration will be approximated by a multistage system.

Thus, a multistage process described by

X0 = 9 oo, i=0,1,2, ..., (5.11)
is sought such that
\
HF E(to)’
X, = x(t)), ty =t , + AT, ) (5.12)
§2 =~ §(t2) , t2 = tl + AT,
: /
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where AT 1is a time increment. The continuous process described by Egs.
(5.1) can be approximated to first order in AT by the process described

by Eq. (5.11) if ([32]1, Section 11.5)

$, = [I + F(t.)AﬂJ ’ (5.13)
i i
Pi = AT , (5.14)
n, =n(t,), t, <t <t, ’ (5.15)
—-i i i- i+l
with
T At _ &
E[x_lil_l_j]— Q aij = AT 813- ’ (5.16)

where Si" the Kronecker delta function, is equal to zero unless i =j,
in which case it equals one. Furthermore, the discrete approximation to

the continuous measurement system described by Eqs. (5.2) is given by

Z;, = Hizi + Xi s i-= 0,1,2,»... , (5.17)
with
v, =v(t)), t. <t<t, , (5.18)
—i - i i- i+l
where
T ' R '
Elv.v.|=Rb®,, =—720,., . .19
[‘—’-113] 81.] AT 813 G )

The approximation holds only if AT is small compared fo the character-

istic times of the system.

5.3 Filter Equations

The Kalman filter equations [40] for the linear multistage approxi-

mation described by Eqs. (5.11) through (5.19) are:
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Time update:

A ~N
Bie1 = %R, (620)
T v T
= ¢ P r T . .
Pier = %P0 9 (5.21)
Measurement update:
o -2 - H% 5.22
Bo =E YR T RED (5.22)
P —(I-KHSP(I-KH)T+KR'KT (5.23)
i+~ iiTi iti i i ! .
-1
K, = P_H'_P(H.P,HT + R') , - (5.24)
i iiviii

where gi and Pi’ and gi+ and Pi+ denote the state estimate and
covariance matrix at stage i before and after processing the measure-
ment at stage i, respectively.

Note that in the absence of measurements, the propagation of the
state estimate and covariance matrix are described by Egs. (5.20) and
(5.21). This would correspond to the propagation of errors in unaided-
inertial operation.

The error estimates obtained from the above filter are, in practice,
used in two ways [54]. In the feed-forward configuration shown in Fig.
5.1, the estimates of the position and velocity errors obtained from the
filter are simply subtracted from the position and velocity indicated by
the INS computer, which essentially solves Eqs. (A.28). Using this con-
figuration, the uncorrected output of the INS computer corresponds to the
output obtained in unaided-inertial operation.

In the feedback configuration shown in Fig. 5.2, the error estimates
obtained from the filter are used to correct the values of position and
velocity in the INS computer as well as to compensate for the estimated
sensor errors and apply torques to zero the estimated platform tilts and
azimuth error. This configuration has the advantage of keeping the INS

errors small, thus reinforcing the assumption of a linear error model.
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An alternative to the filter assumed here, that is, one which
estimates only system and sensor errors, is a filter which treats
vehicle position and velocity as state variables. The state equations
would then be of the form of Eqs. (A.27). Such a filter would be an
integral part of the INS mechanization equations with the output of

the INS computer yielding the best estimate of position and velocity.

5.4 Summary

The continuous process which describes the INS updated with VOR/
DME information is approximated by a linear multistage process. This
approximation is based on a first-order approximation of the state
transition matrix. The associated multistage filter estimates the
easterly and northerly components of the position and velocity errors,
the angles of rotation about the east, north, and vertical axes which
relate the platform and computer axes, the gyro drift in each of the
three gyros, the errors in the east and north accelerometers, and the
bias in each VOR and each DME. In deriving the measurement equations
the rotation between the true and reference station coordinate axes,
due to the curvature of the earth, is neglected. Upon tuning in a new
VOR/DME station, the associated VOR and DME biases must be re-initial-

ized.
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PRECEDING PAGE BLANK NOT FTTM¥AD
VI. ESTIMATOR FOR COMBINING INFORMATION FROM
TWO VOR/DME's WITHOUT AIR OR INERTIAL DATA
Combining VOR/DME information without air or inertial data reduces
to the problem of finding the maximum-likelihood estimates of x1 and

q (see Fig. 4.1). Thus, the vector of parameters to be estimated, X,

is

X = . (6.1)

The measurements are given by [see Eqs. (4.3)]

=/£’(>_§_) + v ,

Z
that is,
(6.2)
Fvl arctan (xl/yl) bV1 + e
D x2 + h2 ok . b + e
1 1 ¥t p1 ¥ ®p1
= + ’
v, arctan [}xl - x12)/‘(y1 - ylz)] bV2 + e,
2 2 1/2
D, Bxl - xlz) + (y1 - y12) + (h1 - h12) ] sz + e,
b eed = — e p—
where V1 and Dl’ and V2 and D2 are the VOR and DME measurements

from stations 1 and 2, respectively. .

Equations (6.2) can be linearized about the nominal value of x,
g. Hence, denoting the perturbations of x and 2z about their nominal
values by &x and 3%z, vrespectively, the following linearized pertur-

bation equation results:
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9z = Hdx + v , (6.3)

with
71 T
A A
*1 Y1
o11/2 211/2
A+ h A+ h
), 1 1
H = é—— = > (6.4)
O | yox - | -
- - ETREY 12 7%
B B
X1 7 *12 Y1 7 Y12
51172 172
[B + (hl-hlz) ] [B + (hl-hlz) ]
where
2 -2 - 2 — 2
A = X; + Yy B = (x1 x12) + (y1 - y12) . (6.5)

Letting g denote the best estimate of x, then ([32], Section -
12.2)

1>
i
Ix1

+ PHTR-I[E -A445>] : (6.6)

Furthermore, the error covariance matrix, P, is given by

T T -1
P = E[}g - x)& - x) ] = [H R H] ' (6.7)
where
T . 2 2 2 2 2 2 2 2
R=E!! = diag Ob +oe ’Ob +0e ’Ob +oe ’Gb +0e .
Vi vl D1 D1 V2 V2 D2 D2

(6.8)
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The estimator for investigating the use of any combination of O, 1,
or 2 VOR's and 0, 1, or 2 DME's can be derived from the above estimator

by deleting the measurements not taken.
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VIiI. SIMUIATION STUDIES

7.1 Computer Program

A computer program was written to calculate the state error covar-
iance matrices associated with the filters of Chapters IV and V and the
estimator of Chapter VI. This program can be used to study error propa-
gation when using the information from O, 1, or 2 VOR's and 0, 1, or 2
DME's with or without air or inertial data. The nominal flight path can
consist of any series of straight-line segments.

The main inputs to the program are: (a) the combination of infor-
mation to be used, (b) the model parameters, (c¢) the latitude, longitude,
and altitude of each of the VOR/DME stations to be used, and (d) the lat-
itude and longitude of each of the switching points, that is, points along
the flight path where the aircraft tunes in a new VOR/DME station or
changes its speed or directional heading. The outputs of the pregram
are the RMS errors in the estimates of the states (i.e., position, ve-
locity, etc.).

A listing of the program, which is written in FORTRAN IV program-
ming language, appears in Appendix B. All the results presented were

obtained from this program by properly choosing the input parameters.

7.2 Combining VOR/DME Information and Air Data

Using the computer program, the RMS error histories for various
flight paths were calculated. The results presented here are for an
aircraft flying due east at an altitude of 33,000 feet with a speed of
500 knots. The value of AT (the time between measurement updates) was

taken to be 10 seconds.

7.2.1 RMS Errors

The RMS position errors which occur when using the informa-
tion from one VOR/DME with and without air data are shown in Figs. 7.1

and 7.2 for a radial and an area flight, respectively. The improvement
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in position accurac& which results when air data are added is larger
for area than for radial flights. This is due to the fact that the
filter can estimate the VOR bias more accurately for area than for
radial flights, while just the opposite is true for the DME bias.
This is shown in Figs. 7.3 and 7.4, respectively. Since the position
error due to the VOR bias is larger, the factor of improvement is
greater for area flights.

The sharp decreases in RMS position errors in Figs. 7.1 and 7.2
at the points where the aircraft switches from one VOR/DME station to
another are of interest. The decreases which occur in the radial flight
(as well as a portion of the decreases for the area flight) are due to
a transient effect which is introduced when, upon tuning in a new sta-
tion, the variances of the biases are re-initialized and the off-diagonal
terms involving the biases are set to zero in the covariance matrix. The
larger decreases occurring in the area flight are explained by the fact
that the DME position information is more accurate than the VOR position
information (except when very near the station), and the fact that the
lines-of-sight to the new and old stations at the switching points for
the area flight (Fig. 7.2) are not parallel.

Also of interest is the rapidity with which the RMS VOR and DME
bias errors tend to nearly constant values after switching to a new sta—_
tion (see Figs. 7.3 and 7.4). The reason for this is that the aircraft
has a rather good estimate of its position as a result of filtering data
from the previous station; and hence, as the aircraft switches to the
new station, the filter can estimate the new bias errors quickly.

At elevation angles above 60 degrees, the VOR signals are usually
unusable due to excessive interference. Hence, when using only VOR/DME
information, the RMS position error becomes large when overflying a VOR/
DME station. However, when air data are added, the RMS position error
remains relatively small as shown in Fig. 7.1.

In Fig. 7.5, the RMS position errors for various combinations of
the information from two VOR/DME's and air data are shown. When a sec-
ond VOR is added to the case of one VOR and two DME's, with or without

air data, the decreases in the RMS position errors are negligible (less

than five feet).
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Since the position error due to VOR error is much greater than that
due to DME error, the best position accuracy, when using two stations,
occurs when the crossing angle between the lines-of-sight from the air-
craft to the two stations is 90 degrees. For the flight path of Fig.
7.5, the crossing angle varied from about 60 to 120 degrees. As can be
seen from Fig. 7.5, the RMS position errors increase as the crossing
angle deviates from 90 degrees. The present network of VOR/DME stations
would allow an aircraft flying almost anywhere in the U.S. at jet alti-
tudes (24,000 to 45,000 feet) to choose stations so that the crossing
angle lieé between 60 and 120 degrees [6].

Factors of improvement in RMS position error over the use of a
single VOR/DME are shown in Table 7.1 for various combinations of in-
formation. These factors were calculated for a point halfway between
the second and third stations because at this point the error for the
case of using a single VOR/DME is maximum; and hence, the factor of im-
provement at this point is of prime importance. The case where two DME's
are used without air data is not included in Table 7.1 because there are
generally two position fixes possible in this case. However, the addi-

tion of a VOR measurement to two DME measurements resolves the ambiguity,

Table 7.1

APPROXIMATE FACTORS OF IMPROVEMENT IN RMS POSITION
ACCURACY -OVER THE USE OF A SINGLE VOR/DME FOR VARIOUS
COMBINATIONS OF VOR/DME INFORMATION AND AIR DATA

Combination Factor of
of Information Improvement
1 VOR, 1 DME, air data 1.8
(radial flight) ‘
1 VOR, 1 DME, air data 2.5
(area flight) ‘
1 (or 2) VOR's, 2 DME's 9
2 DME's, air data 15
1 (or 2) VOR's, 2 DME's
. 19
air data
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although it does not substantially improve the accuracy of the position
fixes. ¥From these results, it is seen that the navigational accuracy
resulting from the use of a given combination of VOR/DME information is
improved by roughly a facter of two by the addition of air data.

RMS velocity errors are reduced from roughly 60 to 30 knots when
one VOR, one DME, and air data are combined, and to about 20 knots for
combinations involving the information from two VOR/DME's and air data.

Jet flights along approved radial and area routes between San Fran-
cisco and Chicago were simulated and the results checked with those pre-
sented here between the second and third stations of these short flights.
The position error histories resulting between the second and third sta-
tions will repeat if the flight paths discussed above are extended and

similar configurations of stations are encountered.

7.2.2 Sensitivity Analysis

The design of the filter was based on "nominal" values for
the error model parameters. Since some of these parameters are quite
uncertain, it is desirable to establish how the filter performs when the
error statistics are not nominal. The equations required to determine
the sensitivity of the filter to variations in the initial covariance
matrix and the spectral densities of the process and measurement noises
are derived in Appendix C.

There is considerable uncertainty in the correlation times as well
as in the RMS values of the air data errors (owx and owy) and the
white noise component of the VOR error (oev). In order to determine
the sensitivity of the fi}ter performance to variations in these error
parameters, certain parameters were assumed to be 'mon-nominal," and
the performance degradation was calculated. Here perfofmance degrada-
tion is defined as the difference between the factors of improvement in
RMS position accuracy obtained from the nominal filtér and the optimal
filter (the filter designed using the fact that certgin parameters were
not nominal) divided by the nominal factor of improvement. The results
are shown in Table 7.2, The flight path was that of Fig. 7.1 with the

performance degradation calculated at the midpoint between the second
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Table 7.2

FILTER SENSITIVITY TO VARIATIONS
IN ERROR MODEL PARAMETERS

Non-nominal Performance
Parameters Degradation (%)
all correlation 2
times halved
all correlation 3
times doubled
ol = 20 knots
wx 4
o = 60 knots
wy
cwx = 60 knots
g = 20 knots 11
wy
O, = 0.5 deg. 5
A%
ce = 2.0 deg. 8
A

and third stations. From these results, it appears that the performance.
of the (nominal) filter may be insensitive to fairly wide variations in

error model parameters.

7.2.3 Suboptimal Filters

The gains associated with the filter which combines VOR/DME
information with air data are time-varying. Since this filter must be
implemented in real-time using an onboard computer, computation time and
computer storage are severely limited. Hence, it would seem desirable
to design a suboptimal filter with constant and/or linearly-varying gains
which would behave nearly optimally. However, the filter gains associ-
ated with the VOR and DME measurements were found to be highly dependent
upon the location of the VOR/DME stations relative to the flight path.
Because of the nature of the gains, the search for a suboptimal filter

with constant and/or linearly-varying gains proved fruitless.
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Another possible method of reducing the required computer storage
and computation time is to reduce the order of the filter by neglecting
states which are not of primary interest. In particular, the perfor-
mances of the suboptimal filters resulting when certain VOR and DME bi-
ases are neglected were investigated. The effect on filter performance
of neglecting states is discussed in Appendix D. For the case where
information from one VOR/DME and air data is used (for the flight path
shown in Fig. 7.1), the performance degradation of the suboptimal filter
resulting when the DME bias is neglected is less than 1%,'whereas if
both the VOR and DME biases are neglected, the performance degradation
is about 31%. For the case of using two DME's with air data (for the
flight path of Fig. 7.5), the performance degradation resulting when
both DME biases are neglected is approximately 25%. In general, neglect-
ing VOR biases results in great performance degradation while neglecting
DME biases does not. Note that although the 25% degradation stated for
the case of two DME's and air data is a significant percentage, the deg-
radation in terms of feet of RMS position error is small (see Fig. 7.5).
The abové performance degradations were calculated at the midpoint between

the second and third stations.

7.3 Combining VOR/DME Information and Inertial Data

7.3.1 In-flight Alignment

The possibility of performing the fine alignment* of the INS
platform while in the air by using VOR/DME information was investigated.
Figures 7.6 and 7.7 show the RMS errors in the estimates of position,
velocity, and platform attitude (ﬁ% = tilt about east axis; ﬁy = tilt
about north axis, and gé = azimuth error) for a 30-minute flight (200
NM at 400 knots) using one VOR/DME to update a high-quality INS (0.01
deg/hr gyro drift). In Figs. 7.8 and 7.9 these séme errors are shown

for a flight using two DME's. The time between measurement updates was

¥
Although platform alignment usually refers to physically rotating the
platform to a desired orientation, in this context platform aligmment
simply means the estimation of the platform attitude errors.

63



v

FROM ONE VOR/DME.

24,000 | , 30
(O =VOR/DME STATION
LATITUDE = 40 deg =
20,000 VELOCITY= 400 KNOTS DUE EAST-{25 i-
= \ S
L X
- ]
S 16,000} 20 @
& | VELOCITY o
@ ql ERROR o
17
|
= 12,000 5
Q | N POSITION =
= vl Q
b | A ERROR 3
o | < | -
8,000 —>< o
0 | 7
= | - \ S
x | s \ =
4,000 < _ 5
L7~ FLIGHT PATH~_ L= ===
od} L
0 50 100 150 200
DISTANCE TRAVELED (NM) IOONM
L @
e————USE D USE @—
Fig. 7.6. POSITION AND VELOCITY ERRORS FOR IN-FLIGHT ALIGNMENT USING THE INFORMATION



<9

1.0 . —

= DME STA
 RMS (), =014 deg. \O VOR/DME STATION

LATITUDE = 40 deg.

"RMS PLATFORM ATTITUDE ERROR (deg)

0.8l RMS(¢y ), =.006 deg. \VELOCITY= 400KNOTS|
|‘ RMS (¢, ); =. 16 deg. . DUE EAST
i - \
0.6
\ , \\
N \‘ ‘f’x | \\(/4;2
0.4 \ ‘
¢# \
\ y \
02 : N
\
\
FLIGHT \\\ - - |
PATH\\\\ ' : |
OCD P T — e e e e e e —— e — ]
o 50 | 100 150 T 200
DISTANCE TRAVELED (NM) IOONM
use @® USE @

Fig. 7.7. PIATFORM ATTITUDE ERRORS FOR IN-FLIGHT ALIGNMENT USING THE INFORMATION
FROM ONE VOR/DME.



99

24,000 , 30
71 (O =VOR/DME STATION
LATITUDE= 40 deg.

20,000 VELOCITY= 400 KNOTS DUE EAST—|25__
= 5
w | VELOCITY ERROR 2
~ 16,000 20X%
2 I POSITION ERROR S
= | £
cz> 12,000 I 15 :_-'
= |
~ g
% | 3
S 8,000H 109
* ' =
= |
ac wn

4,000 5 =

l\ LFLIGHT PATH
0 ‘\ hnd — e o e T T
(o/ 50 |<I)o A 150 T 200
DISTANCE TRAVELED (NM) IOONM
~——Use O+@ -t USE O+@—

Fig. 7.8. POSITION AND VELOCITY ERRORS FOR IN-FLIGHT ALIGNMENT USING THE

INFORMATION FROM TWO DME's.



L9

© 10 — .
3 N (O =VOR/DME STATION
& ‘ \ LATITUDE = 40 deg.
T os - VELOCITY= 400KNOTS-
" | RMS (b )¢ =.008deg: \ DUE EAST
= o6l RMS(¢, )¢ =-006deg.  \
Rt I \
= RMS(¢, ), =-08deg. \
2 \\ o e
o4l—1\ \
% % \
e *\"“ﬁy- AN
< 02 \ -
a \ ~-
N -
~
A0 S W '
o) 50 |<')o 150 T 200
DISTANCE "TRAVELED (NM) IOONM
~——USE (D+®@ use O+@——

Fig. 7.9. PIATFORM ATTITUDE ERRORS FOR IN-FLIGHT ALIGNMENT USING THE INFORMATION

FROM TWO DME's.



60 seconds and the attitude was 33,000 feet. The present method of
ground alignment takes about 15 minutes with the final RMS error in the
platform tilts, RMS (g'x)f and RMS (¢&)f, equal to about 0.005 degrees
and the final RMSvazimuth error, RMS (¢z)f, equal to about 0.05 degrees.
Thus, the accuracy of in-flight alignment using two DME's is about the
same as for ground alignment, whereas in-flight alignment using one VOR/
DME is less accurate by a factor of 2 or 3. 1In Fig. 7.10 the RMS posi-
tion errors during an unaided-inertial flight preceded by ground align-
ment are compared with errors during a flight with in-flight alignment
(using two DME's, the station configuration being that of Fig. 7.9).

In-flight alignment using combinations of VOR/DME information other
than the two previously discussed were also considered. The use of only
the DME measurements during the flight of Fig. 7.7 yields much less ac-
curate alignment than when both the VOR and DME measurements are used.
The addition of VOR measurements during the flight of Fig. 7.9 does not
significantly improve the accuracy of alignment.

Station configurations other than the two simple configurations of
Figs. 7.7 and 7.9 were also studied. It was found that more complex
configurations with more frequent switching between stations does not
result in a significant improvement in aligmment accuracy. Note that
the results of Figs. 7.7 and 7.9 are not restricted to the specific
flight paths considered. For example, if during a 30-minute flight,
the information from one VOR/DME is used for in-flight alignment where
the line-of-sight to the station used during half of the flight is, in
general, orthogonal to the line-of-sight to the station used during the
other half of the flight, the resulting alignment will essentially be
that of Fig. 7.7. Similarly, if the information from two DME's is used
where the crossing angles between the lines-of-sight from the aircraft
to the stations lies between 60 and 120 degrees, the resulting alignment
will be about the same as that of Fig. 7.9.

Although the need for initial in-flight alignment of inertial sys-
tems onboard commercial aircraft is questionable, the in-flight realign-
ment of the system before leaving the U.S. airspace on a transoceanic
flight (e.g., from Los Angeles to London or Chicago to Hawaii) could

result in significant improvements in navigational accuracy. Also,
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in~flight realignment of the system after a transoceanic flight could
be useful in providing more accurate position, velocity, and attitude

information in the terminal area and for approach and landing.

7.3.2 Periodic Updating

The use of VOR/DME information to update a high-quality INS
during a five-hour transcontinental flight was investigated. The sys-
tem is assumed to be initially aligned on the ground with 0.005 degree
RMS error in the platform tilts and a 0.05 degree RMS azimuth error,
Furthermore, the initial position and velocity errors are taken to be
0.1 NM and 0.1 knot, respectively, in both the easterly and northerly
directions. The altitude is 33,000 feet and the time between measure-
ment updates is two minutes. The RMS position and velocity errors are
shown in Figs. 7.11 and 7.12 for the unaided-~inertial case as well as
for the cases where the system is realigned twice during the flight
(from 800 to 1000 NM and from 1800 to 2000 NM). Realignment is done
using one VOR/DME with the station configuration of Fig. 7.7 and using
two DME's with the station configuration of Fig. 7.9. Obviously, peri-
odic realignment of the INS results in more accurate position and veloc-
ity information than that resulting from unaided-inertial operation.
There is not much difference between the errors resulting from the use
of one VOR/DME and the use of two DME's. If the final realignment is
performed just prior to entering the terminal area, accurate position,
velocity, and attitude information will be available for approach and
landing.

Also shown in Figs. 7.11 and 7.12 are the position and velocity er-
rors resulting if two position resets are performed during the flight (at
950 and 1950 NM). Here position reset means that the position display
is reset to correspond to a position fix from two DME's (whose lines-of-
sight are perpendicular). Thereafter, the increments of position change
calculated by the INS are simply added to the display. The position used
in the routine which integrates the outputs of the accelerometers is not
changed because such a change causes large amplitude oscillations in the
RMS position and velocity error histories. The effect of such position

resets upon the covariance is described in Appendix E. Position resets
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must be performed frequently (every few minutes) to obtain position
accuracy comparable to the case where the system is realigned. Obvi-
ously, position resets do not result in decreased velocity or platform

drift errors.

7.3.3 Continuous Updating

Since the VOR/DME system provides nationwide coverage in

the U.S., there exists the possibility of continuously updating an INS
with VOR/DME information during domestic flights. For such flights it
may be possible to use a low-quality INS instead of the high-quality
system required for unaided-inertial operation.

In Fig. 7.13, the RMS position errors for a radial flight using
the information from one VOR/DME with a high-quality INS (0.01 &eg/hr
gyro drift), a low-quality INS (1.0 deg/hr gyro drift), and without an
INS are shown. These same error histories are shown in Fig. 7.14 for
an area flight. The time between measurement updates is 90 seconds and
the altitude is 33,000 feet. The RMS value of the initial position er-
ror is that of a VOR/DME reading taken at the beginning of the flight
while the RMS velocity error is 10 knots in the northerly and easterly
directions. The RMS value of the initial platform tilts and azimuth
error are 0.05 and 0.1 degrees, and 0.5 and 5.0 degrees for the high-
quality and low-quality systems, respectively. As can be seen in Figs.
7.13 and 7.14, there is considerable improvement in position accuracy
when inertial data are added to the information from one VOR/DME. How-
ever, the improvement in position accuracy when using a high-quality INS
is not much greater than when using a low-quality INS. The estimates of
the VOR and DME biases resulting when using inertial data with VOR/DME
information are essentially the same as when air data were used with VOR/
DME information. Also, the reasons for the sharp decreases in RMS posi-
tion errors at the points where the aircraft switches from one VOR/DME
station to another are the same as for the air-data case.

In Fig. 7.15, the RMS position errors are shown for various combi-
nations of the information from two VOR/DME's and data from a low=-quality
INS. The use of a high—-quality INS yields only a small improvement over

the position accuracy obtained when using a low-quality INS. When a
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second VOR is added to the case of one VOR, two DME's ahd inertial data,
the decrease in the RMS position error is negligible.

Factors of improvement in RMS position efror over the use of a
single VOR/DME are shown in Table 7.3 for various combinations of the
information from two VOR/DME's and inertial data from a low-quality INS.
These factors were calculated for a point midway between the second and
third stations because at this point the error for the case of using a
single VOR/DME is maximum; and hence, the factor of improvement is of
prime importance. From these results, it is seen that the navigational
accuracy resulting from the use of a given combination of VOR/DME infor-

mation is improved by roughly a factor of 3 by the addition of inertial
data.

Table 7.3

APPROXIMATE FACTORS OF IMPROVEMENT IN RMS
POSITION ACCURACY OVER THE USE OF A SINGLE
VOR/DME FOR VARIOUS COMBINATIONS OF VOR/DME
INFORMATION AND DATA FROM A LOW-QUALITY INS

Combination : Factor of
of Information : Improvement
1 VOR, 1 DME, INS 2.8
(radial flight) *
1 VOR, 1 DME, INS 3.5
(area flight) *
1 (or 2) VOR's, 2 DME's 9
2 DME's, INS 24
1 (Qr 2) VOR's, 2 DME's 37
INS

When using the information from one VOR/DME to update a low-quality
INS, RMS velocity errors of 7 or 8 knots can be expected, whereas, when
using a high-quality INS, velocity errors of 3 or 4 knots occur. The
use of the information from two VOR/DME stations to update an INS yields
RMS velocity errors of roughly one and two knots for a high-quality and

a low—quality system, respectively.
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If the flight paths of Figs. 7.13, 7.14, and 7.15 were extended and

similar configurations of stations were encountered, the error histories

between the second and third stations would repeat.

7.3.4 Suboptimal Filters

Since the correlation times of the gyro drift and accelerom-
eter errors are long (5 hours and 10 hours, respectively), these errors
behave as biases over short periods of time (one-half houf or so). Hence,
the method for determining the effect of neglecting states derived in Ap-
pendix D applies when the filter operates for short periods of time. Us~-
ing this method, it was found that for the alignment or realignment of a
high-quality INS (which takes from 20 to 30 minutes), the suboptimal fil-
ter resulting when the gyro drifts, accelerometer errors, and DME biases
~are neglected performs nearly optimally. Hence, when using one VOR/DME,
the alignment accuracy shown in Fig. 7.7 can be obtained by using an -
eighth-order filter, whereas, when using two DME's, the alignment accu-
racy shown in Fig. 7.9 is obtainable with a seventh-order filter. This
seventh or eighth order suboptimal filter alsé behaves nearly optimally
when using VOR/DME information to periodically update a high-quality INS.

When using VOR/DME information to continuously update an INS, the
performances of the suboptimal filters resulting when certain VOR and
DME biases are neglected were investigated. As in the air-data case,
neglecting VOR biases generally results in great performance degradation,

while neglecting DME biases does not.
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VIII. CONCLUSION

Combining VOR/DME information (from one or two stations) with air
or inertial data by means of a maximum-likelihood filter results in
substantial improvements in navigational accuracy over that obtained
by the use of a single VOR/DME, as is the current practice.

The addition of air data (airspeed and heading) to the information
from a single VOR/DME station reduces the RMS position error by a factor
of about 2, whereas the RMS velocity error is reduced from roughly 60 to
30 knots. The use of a low—-quality INS with one’VOR/DME reduces the RMS
position error by a factor of roughly 3, and yields RMS velocity errors
of about 8 knots. When using VOR/DME information continuously through-
out the flight, the use of a high-quality INS (0.01 deg/hr gyro drift)
instead of a low-quality INS (1.0 deg/hr gyro drift) does not substan-
tially improve position accuracy, but does reduce the RMS velocity error
to about 4 knots. Some of the improvement due to the use of air or in-
ertial data results from the ability of the filter to estimate the bias
errors associated with the VOR/DME measurements. Estimates of VOR bias
error are better for area than for radial flights while the opposite is
true for the DME bias error.

The use of information from two VOR/DME stations with air or iner-
tial data yields large factors of improvement in RMS position accuracy .
over the use of a single VOR/DME station, roughly 15 to 20 for the air-
data case and 25 to 35 for the inertial-data case. In general, the RMS
position error obtained when using a given combination of the VOR/DME
information from two stations is decreased by factors of about 2 and 3
by the addition of air and inertial data, respectively. When using in-
formation from two VOR/DME stations, the RMS velocity error in the air-
data case was about 20 knots, whereas when using a high-quality and a
low—-quality INS, the velocity errors were 1 and 2 knots, respectively.
As far as position and velocity accuracy are concerned, at most one VOR
station need be used. .

Accurate in-flight alignment of an INS platform by using VOR/DME
information is possible. The accuracy of in-flight alignment using two
DME's is about the same as for ground alignment, whereas, when using one

VOR/DME, alignment is less accurate by a factor of 2 or 3. In-flight
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alignment takes about 30 minutes. Although the need for initial in-
flight alignment of inertial systems onboard commercial aircraft is
questionable, the in-flight realignment of the system before a trans-
oceanic flight (e.g., from Los Angeles to London or Chicago to Hawaii)
results in significant improvement in navigational accuracy. Thismight
permit a reduction of separation requirements over the North Atlantic
routes. Also, realignment of the system after a transoceanic flight
could prove useful since the result would be accurate position, veloc-
ity, and attitude information in the terminal area and for approach
and landing.

Periodic realignment (every one or two hours) of a high-quality
INS during a transcontinental flight results in significant improve-
ments in position and velocity errors over unaided-inertial operation or
the use of periodic position display resets. The use of a ﬁeriodically—
realigned, high-quality INS would make it possible to fly great circle
‘routes between cities since the locations of VOR/DME stations would not
substantially restrict the flight paths (as they do when using a contin-
uously-updated INS). If the final realignment is performed just prior
to entering the terminal area, accurate position, velocity, and attitude
information would be available for approach and landing without reliance
upon VOR/DME information.

In general, when combining VOR/DME information with air or inertial
data, the suboptimal filter resulting when the DME biases are neglected,
performs nearly optimally. However, neglecting VOR biases results in
great performance degradation. During the period of time that it takes
for in-flight alignment (or realignment) of a high-quality INS (20 to 30
minutes), the suboptimal filter resulting when the gyro drifts, acceler-
ometer errors, and DME biases are neglected performs nearly optimally.
Hence, alignment can be accomplished by using an eighth-order filter
when using one VOR/DME or a seventh-order filter when using two DME's.

The performance of the air-data filter was found to be rather in-
sensitive to wide variations in error model parameters. However, more

information regarding the error statistics should be acquired.
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Appendix A

DERIVATION OF INS ERROR EQUATIONS

The approach used here is basically the one used by Pinson [33].
The INS consists of a computer and a gyro-stabilized platform on which
are mounted three accelerometers with their sensitive axes mutually
perpendicular. Three sets of coordinate axes enter into the error

analysis:

(1) platform coordinate axes, the axes lying along the
nominal accelerometer sensitive axes,

(2) true coordinate axes, the axes representing the ideal
alignment of the platform axes at the location of the
platform, and

(3) computer coordinate axes, the axes corresponding to
the true coordinate axes established at the location
indicated by the computer..

For a perfectly operating system, the platform, true, and computer
sets of axes coincide. However, in actual operation these coordinate
systems are generally rotated relative to each other through small an-
gles.* let §g denote the vector angle required to rotate the true
coordinates into the computer coordinates, g the vector angle required
to rotate the true coordinates into the platform coordinates, and V{ the
vector angle required to rotate the computer coordinates into the plat-
form coordinates.

The true set of axes rotates at a certain rate w withbrespect to
inertial space. Since the computer contains the computer set of axes as
its estimate of the true set and Ec as its estimate of W, it rotates
the computer axes at &%. Since the platform and computer coordinates
differ by an angle E, the gyro-torquing signals equivalent to Bc re-

sult in a platform angular velocity of Ec + E X Ec' In addition to the

* .
Hence, the theory of infinitesimal rotations is assumed to be applica-
ble. .
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intentionally induced platform angular velocity, there exists a platform
drift rate ¢ due mainly to gyro drifts. Hence, the angular velocity

of the platform coordinate axes in inertial space, Ep’ is given by

= W w o .
Gp Tl HEX Y x £ (4.1)

Now,

w o o=w + (A.2)

> -

where (&) is the time rate of change of V¥ relative to the computer
—c —

reference frame, that is, the angular velocity of the platform relative

to the computer reference frame. Hence, from Eqs. (A.1) and (A.Z2) it

follows that

x¥=¢, (A.3)

or
W, =€, (A.4)

where (\l_!)I denotes the rate of change. of Y relative to inertial
space.
Ideally, the accelerometers of an INS sense an acceleration A

which is given by
A=®, g > (A.5)

where R is the radius vector from the center of the earth to the true
position of the vehicle, &, is the gravitational force per unit mass
vector, and (5)I is the second rate of change of R as viewed by an
observer fixed in inertial space.* Letting V denote the velocity of

the vehicle relative to the earth, that is,

*

For near-earth operation, an inertial reference frame can be defined by
a set of axes that is nonrotating with respect to the fixed stars and
has its origin fixed at the center of the earth.
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vV = (E)E R (A.6)

where (g)E is the time rate of change of R as viewed by an observer

fixed relative to the earth, Eq. (A.5) can be written in the following

form:
(R), =V+Q2XR , (A.7)
N, =A-2XV+g® , (A.8)
where
gR) =g -~ X (8 XR) . (A.9)

The vector g(R) is the "plumb-bob" gravity vector composed of both
mass attraction and centripetal components; Q is the angular velocity
of the earth in inertial space.

The actual accelerometer output, a, differs from the ideal accel-
erometer output, A, because of accelerometer error, ¢, due to null
shifts, scale-factor error, etc. Furthermore, since the accelerometers
measure components of acceleration along platform axes but the computer
processes these components as if they were along computer axes, the ac-

tual and ideal accelerometer outputs are related as follows:

A=a-g+¥xa . (A.10)

Substitution of Eq. (A.10) into Eq. (A.8) yields:

(D, =a-g+¥xa-2xV+gR . (A.11)

Thus, Egqs. (A.4), (A.7), and (A.l1ll) are the true dynamical equations

which must be solved in order to determine R and v from the actual

accelerometer output a.
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In the INS computer, the actual accelerometer output is treated as
though it were the ideal accelerometer output. Thus, from Egqs. A.7)

and (A.8), it is seen that the equations solved in the INS computer are

(A.12)

~
=
Ao
0
1<l
+
©
X
191

V), =2a-2xV+g®R , (A.13)

where R and z are the computed values of R and YV, respectively.

The errors in the computed values of R and V, SR and 3V, re-

spectively, are defined by

o
-]
i
1=
1

|

(A.14)

Z
1]
1<
I

v . (A.15)

Hence, subtracting Egs. (A.7) and (A.11) from Eqs. (A.12) and (A.13),

respectively, yields:

(8R), = 8V + 2 X BR (A.16)

n
IR
1
<
X
[o
]
ko)
X
|2
+
L
”~~
191
A4
1
joe
~~
]
o’

(3V) (A.17)
The gravity vector g(R) is given by

g(R) = - = R + (ellipticity terms) |, (A.18)

= 0]

where g and R are the magnitudes of g(R) and R, respectively.
For this study, the ellipticity terms were neglected. In this case, Eq.
(A.18) becomes

g(R) = ~-w R , , (A.19)



where

3 . (A.20)
R

The quantity ws is the Schuler angular frequency while go is the
value of g at the surface of the assumed spherical earth of radius Ro.

In view of Eqs. (A.19) and (A.20),

, (A.21)

where E denotes the magnitude of E. Now, from Eqs. (A.19) and (A.21),

g®) - g(R) = -WR + wi& . (A.22)

Expanding 53

in a Taylor series about R and retaining only first-
order terms yields:

5 dw

- s

W =W W —

s + 2 s R B3R , (A.23)

dw w
s __3_s
dR ~ 2 R °

(A.24)

Substituting from Eqs. (A.14), (A.23), and (A.24) into Eq. (A.22) yields:

2
)

- 2
gR) - g(R) = - BR + 3 -Ri S8R(R + BR) .

(A.25)

Thus, to first order,
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u?

gR) - g(R) =3 = 8RR - wz;;g . (A.26)

Ilet w and p denote the angular velocity of the true set of axes
relative to the inertial and earth-fixed reference frames, respectively.
Then, from Eqs. (A.4), (A.7), (A.11), and (A.19), it is seen that the

actual dynamic equations writtem in true coordinate axes are

R=V-pxR , )
i:a_-g+yxg-w25—(zg+g)x!,> (A.27)
f=e-wxy ,

- - = - /

where the time derivatives are taken with respect to the true reference
frame, Furthermore, from Egs. (A.12), (A.13), and (A.22), it is seen

that the equations solved in the INS computer are

o]
i
1<l
)
o
X
1=

(A.28)
(22 + ) XV,

1<l
I
|®
1
£
=
1

where the time derivatives are taken with respect to the true coordinates.
Finally, from Eqs. (A.16), (A.17), and (A.26), it is seen that the error

equations written in true coordinates are

2 o
W =g-¥xa-(20+p) X -WBR+3 8RR, (A.29)

<.
n
Im
1
€
X
<
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Note that Eqs. (A.27) through (A.29) are valid in any specified reference
frame if the time derivatives are taken relative to that reference frame
and W and p are replaced by the angular velocities of that specified
reference frame relative to inertial and earth-fixed reference frames,

respectively.
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PRECEDING PAGE BLANK NOT FILMED

Appendix B

COMPUTER PROGRAM

A listing of the computer program that was used for the simulation
studies performed in this work follows. All the results reported in
this work were obtained from this program by reading in the proper val-
ues for the input parameters. The basic inputs are the particular com-
bination of information to be used, the model parameters, the locations
of the VOR/DME stations to be used, and the points where the stations
are tuned in. The outputs of the program are the RMS errors in the es-

timates of the states (i.e., position, velocity, etc.).

| Precedihg page blank 1
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s N aN el

THIS PROGRAM COMPUTES THE STATE ERROR COVARIANCE MATRIX ASSOCIATED
WITH THE FILTERS WHICH COMBINE VOR/DME INFORMATION wWITH AIR AND
INERTIAL DATA
REAL%4 Q(8,8)/64%0.0/PHI(8,8)/64%0.0/,P(8,8)764%0,0/,PHIQPH{(8,+8)/
164%0.07,X0(8,1)/8%0.0/,H{1y8) sX{By1) s HNTRI(2+4),ALTL(20),ALT2{(20),

ZLONG1{20) JLONG2{20) 9L ATL(20),LAT2(20),SWLT1(20)»SuLT2(20) yLONG,LAT
3.!DENT(8y8)/64*0.0/.SHLT3(20)vSHLG3(20)yKSTORE(9pllOO).K(S.I).
4LONGOsLATO,POL{9) +PHIT(8,48),PPHIT(8,8) PHIPPH(8+8)HT(891),PHT(8,1)
SeKH{B898) s KHP(8,8) yKHT{8,48),PER{8,8),KT{1,8)KRKT(8,8)+KR(8,y1)

REAL®#8 FL IGHT{10)
DIMENSION MEAS(6) sSWLGL(20) s SWLG2(20) ¢HN{492)yHNT(244)9RI(444)

1 FORMAT(LHU,'TIME-MIN® 42Xy *OIST-NM? ;6 X3 *LAT—DEG*¢5Xs *X—-NM? ,6Xy *R~NM
1993Xe *THETA-DEG® 92X ¢ *RMSX—FT® 43Xy "RMSY=FT? 42Xy *RMSRAD=FT? 42Xy ' RMSY
2HX—KT? 32X o * RMSW-KT? ,2 Xy *RMSBV-DEG® ¢ 2X9 "RMSBD-F T/ 1H ,22X, 'LONG-DEG
30 ,5Xy P Y—NM*® 454X, *RMSVWY—KT")

2 FORMAT(1HU, *DATAZ */1HG, *RMSVHX=* ,FT.2,% KT*/LH »"RMSVHY=' ,F7.2,' K
1TY/71H ¢"RMSBY =1,F7.2,* DEG'/1H ,'RMSBD =*,F7.2,* NM*'/1lH ,'RMSVOR=
2 9FTe2y! DEGY/1H o *RMSDME="' 4FTe2+' NM'/LH o ?CORVHX=",F7.2,"* NM*/1H
3 o%CORVWY="',FT.2y" NM'/1H ,*CORVOR='yFT7a2+*® NM'/1h o*CORDME=*yF7.2
499 NM'/LH +*DISTO =*,F7.2,' NM* /' TQ =% FTe2¢" MIN'/® DELTAT=
5% 4FT7e2¢* SECt/* V =0, FT7,29" KTV/LH o*ALT =% ) FT7.04*' FT*'/1H ,
"6LATO =',F10.5+* DEG'/LH +'LONGO =',F1l0.5,4' DEG*/LH +*NPRINT=1,I3
7/7LH o *NSTL =%,13/1H +*NST2. =*,I3/1H ('NST3 =*,1I3/1H ,*'NP =t,
8I3/1H ¢YISEN =%,13/1H ¢*NSEN =%,I3/1H »*IGAIN =*,13/1H ,*IRESET=
Q9 ,13/% NEST =,13/% IDISP =',13/" MEAS =°4134515////7)

3 FORMATELHO,*1STL? 42X, "ALT1-FT?,5X, 'LAT1~DEG* 94X,y *LONG1-DEG* 44X,
1'SHLTL1-DEG® 14X, ' SWLGL1-DEG'//)

4 FORMAT(®* NO MEASUREMENT TAKEN FRUM THE STATICON BEING OVERFLOWN®')

5 FORMAT(//IHO.le.'ISTl=',IZ,SX"VX='.F7.2.' KT',SX,'X0="F702" NM
Lt eSXe "TSWIT=Y 4 Fb6.29" MIN' 45X " X2TOL=*3FTe29" NM*yS5X,*AT1=*,F6.0,'
2FT/1H '16X1'[5T2=.9[295x"VY='|F7.20. KT'!SX!.Y0="F7029' N".'SX'
3OVBRNG=? oF6.29" DEG® 55X Y2TOL="3FT.2¢% NM® ¢5X,"AT2=,F6,0,* FT*//
4)

6 FORMAT(10F8.2)

7 FORMAT(2014)

8 FORMAT(///7771H s V1ST2 992X, "ALT2-FT'45Xe'LAT2-DEG® 94Xy 'LONG2-DEG" »
14X o *SHLT2-DEG? 44Xy YSWI1.G2-DEG'// )

9 FORMAT(1H#,13,Fl0.094F13.5/)

10 FORMAT(L1HL1+52X,"BEGINNING OF FLIGHT?)
11 FORMAT({1HO,55X,'END OF FLIGHT')
12 FORMAT(8F10.5)
13 FORMAT(/////1H o*IST39,3X,'SWLT3—DEG"* 14Xy *SWLG3-DEG'//)
14 FORMAT{1H#,1342F13.5/)
15 FORMAT(10A8)
16 FORMAT(1HL1,10A8//)
17 FORMATIL1HL1,62X,*GAINSz*//1HO 36Xy *TIME?® 98X "KX® 513X,y *'KY® 412X, KVWX?

LollXe'KVWY? g1 1X,SKBVL® 411Xy 'KBOL*,11X,'KBV2?,11X,*'K8D2')
18 FORMAT(LHO,F10.298E1547/{1H 410X,8EL5.7))

IRUN=1
20 NUM=1

INSEN=0

ITER=1

READ(S,15) (FLIGHT(I) ,1=1,10)
23 READ(596) RMSVWXRMSVWY,RMSBVsRMSBDyRMSVOR ¢RMSDME yCORVH X, CORVHY,
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Nor RE DA -
1CORVOR,CORDME \\\“\~~‘,‘

IF{ITER.EQ.2) (GO TU 2%

READ(Se7) NPSNPRINT,NSTL,NST2,NST3, ISEN, NSENO(GA[AQ[RESET NEST,
1LIDISPy(MEAS(J) ,J=1+6)

[FINSENGTolAND. IGAINCEGSLl) INSEN=1

READ(5s12) LATUSLUNGOTO,DELTAT,V,ALT,DISTO

T00=Y0

READ(5,6) (ALTL{I),I=1,NST1)

READ(5¢12) (LATL(I)sLONGL(I),I=1,NSTL)

READ{5912) (SWLTL(I)ySWLGLII)yI=1yNST1)

24 WRITE(6416) {(FLIGHT(I)s[=1,10])

25

26

29

30
31

32

33

IF(MEAS(6).EQ.L) CALL INSLIRMSVKX,RMSVWY ,RMSBV ,RMSBOD, RMSVOR,RMSDM&
L+eCORVWX,CORVWY yCORVUORCORDME 4DISTO,TO4DELTAT,V,ALT,LATO,LONGO,
2NPRINT yNSTLoNST2oNST34NPy [SENJNSENe IGAIN,MEAS, IRESET,NEST,IDISP,8&2
35)

WRITE(6,2) RMSVWX o RMSVWY s RMSBV o RMSBDsRMSVORyRMSOME s CORVUX s CORVHWY
LCORVOR y CORDME ¢ DISTO,TCHDELTAT oV yALTJLATO,LONGO ¢NPRINT yNST1,NST2,
2NST3 NP s I SENyNSEN¢ IGAINs IRESET¢NESTIDISP{MEAS(J)J=1406)

WwRITE{6,43)

WRITE(649) (LgALTL{I) pLATL(I)gLONGLLI) 9 SWLTLEL)sSALGL(T}E=1,NSTL)

[IFIITER.NE«1) GO TO 27

N=0

DO 26 [=1.4

N=N+MEAS(1)

MODE=1

[FIMEAS(3)eEQ.l) MODE=2

[F{MEAS(4).EQ. L) MODE=2

IF(MODE.EWQaL) GU TU 29

IF{ITERLEQ.2) GO TO 28

READ(5,6) (ALT2(1),1=1,NST2)

READ{5+12) (LAT2(1),LONG2({I) 1= loNSTZ)

READ(5412) (SWLT2(1)+SWLG2L1)s1=1,NST2)

WRITE(G6,+8)

WRITE(649) [I14ALT20E) LAT2(1)4LONG2(I)oSWLT2{1)oSWLG2{1),I=1,NST2)

IFLIRUNL.EGQ.2) GO TU 31

IF(MEAS(6).EQ.1) CALL INS10(&3]1)

DO 30 [=1,8

DO 30 J=1,8

PER{14J)=0.0

P{1+J)=0.0

ISWV=G0

J1=0

J2=0

J3=0

iF(NST3.EQ.0) GU TU 33

IFIITER.NELL) GO TO 32

READ(5412) (SWLT3(I),SWLG3(1),I=14NST3)

ISWv=1l

I15T3=1

IF(ITER.EQ.3) GO TO 33

WRITE(6,413)

WRITE(6914) (1,SWLT3 (L) sSWLG3(I1)eI=14NST3)

WRITE(6,10)

IsT1=1

T0=T0*60.0

=10

pIST=D1STO
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LAT=LATO
LONG=LONGO
ATL=(ALT-ALTL(1})/6076.10
DTR=3.141592/180.0
RE={2.090E+07)/6076.18
RCONE=0.7*AT1
KS=1
IFIMODE.EQ.L) GO TO 34
1sT2=1
AT2=(ALT-ALT2(1))1/6076.1Q
GO 710 35
34 1ST2=0
AT2=0.0
Y2T701l=0.0
35 IFIMEAS(6).EQel) GO TO 36
[FI{MEAS{Y).EQ.0) GO TL 37
36 IN=1
{PRINT=0
JJd=0
L=0
IF(L.EQa] eAND .« IDISPL.EQ.O) NP=1
L=0
IFINP.NE.O) GO TO 37
NP=1
Jd=1
C CALCULATE THE SYSTEM PARAMETERS
37 IFLITER.EQ.3) GU TO 39
CORVOR=CORVOR*¥3600.0/V
CORDME=CURDME *3600.0/V
RMSBV=RMSBV=DTR
RMSVOR=RMSVOR*DTR
VARVOR=RMSBV*%2+RMSVOR**%2
VARDME=RMSBD* %2+ RMSDME*%2
RVOR=2 . 0% CORVUR®RMSVOR%%2 /DELTAT
RDME=2,0%¥CORDMEXRMSDME**2/DELTAT
IF(MEAS(6).£Q.1) CALL INS2(DTRyDELTAI,NPoREALT,RMSBVRMSBD,E39)
RMSVWX=RMSVWX/3600.0
RMSVHY=RMSVWY/3600.0
CORVUHX=CORVWX*3600.0/V
CORVWY=CORVWY*3600,0/¥
[F(MEAS(5).EQ.0) GO YC 39
Ql{393)=2.0%(RMSVWX*%2)/CORVHX
Ql444)=2. 0% (RMSVHWY*%2 ) /CORVWY
DO 38 1=1,8
PHI(I,L)=1.0
38 IDENT(L,1)=1.0
EX=1.0/EXP(DELTAT/CORVNWX/NP)
EY=1.0/EXPI{DELTAT/CORVHY/NP)
PHI(143)=CORVHWX%{L1.0-EX])
PHI(2+4)=CORVAY*(1.0-EY)
PHI{3,3)=EX
PHI{4q:4)=EY
PHIQPH(1,1)=Q(3,3) %*(DELTAT/NP=0.5%CORVWX*(3.0-EX)*{1.0-EX))*CORVWX
1%%2 .
PHIQPH(292)=Wl4y4) *(DELTAT/NP-0.5%CORVWY*{3.0~EY)*(1.0-EY) ) *CORVWY
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C I
39

40

41
42

43

44

L¥%2

PHIQPHI 1, 3)=(RQ13,3)%0.5%CURVRX¥**2 )% (1. 0—EX)¥%2

PHIQPH{2,4)=(WQ(4,4)%0)5%CORVHY*%2) % (1. 0-EY)%*%2

PHIQPH{ 3,4 1)=PHIQPH(L,3) :

PHIQPH(4,2)=PHIQPH(2,%)

PHIQPH(3,3)=Q(3,3)%0.5%CURVHX*{1.0-EX*%2}

PHIQPHI 494)=Q(4,44)%0.5%CORVHWY*( 1. U-EY%%2)

NITIALIZE THE COVARIANCE MATRIX P

LL=0

CALL SWITCH{TSWIT, ISTLo1ST24NSTL1,NST2, Jls J2LATL,LAT2,LONG
11, LONG2 sLATSLUNG 9 SWLTL g SWLYZ2 ySWLGL ¢SWLG2yRE9DTRyMCDE»TOs Ty Ly X2T01
2eV2TOLl g VX gVY 9 XO, MEAS{S) ) ALT JATL yAT2,ALT1,ALT2,RCONE ISW,VBRNGy V,
3SWLT3 oSWLG3yISWV,15T3,NST3,6100)

LL=1

CALL ANGLE(XO{Lls1)4X0{2,1),THETA)

R2=XQ{1,y1)%%24X0(2,1)%%2

R1=SQRTI(R2)

CALL RMSZ2(INyR2,A4834CoyTHETA,AT1,VARVOR,VARDME)

IF{IRUN.EQ.2) GO TO 42

IFIMEAS(6).EQel) CALL INS3(ITER,A,B,C,8&42)

Pllel)=({A/6076.1)%%2

P(2+2)=(B/60T0 1) %%2

P(ls2)=C

Pl{2,1)=C

PI3¢3)=RMSVIWXEXZ

P(444)}=RMSVAY*%2

PI5,5)=RMSBV%%x2

P{6+6)=RMSBD%*2

PLT47)=P(5,5)

P(848)=P(646)

IF{NEST.EQ.8) GO0 TO 42

NESTL=NEST+1]

DO 41 I=NEST1,8

PER(I 1 )=P(I,1)

P{Is1)=0.0

TSWITM=TSKIT/60.0

VBRNGD=VBRNG/ TR

AT1IFT=AT1%607¢.1

AT2FT=AT2%6076.1

WRITE{(6,5) ISTLyVXeXOL1lol)y TSWITMyX2TOL ATLFT, IST2,VY,X0{2,1),
LVBRNGD Y2101 ,AT2FT

IF(MEAS(6).EQ.0) GU TO 44

CALL INS4(S)

[F{IDISP.EQe0.UR.IRESET.EQ.0) GO TO 43

Xt1lel)=X0(1y1l)

X{2,1)=X0(2,1)

GU TO 56

CALL INSS(XOU(Lyl)sXO(291) THETA,T,RLyMODEJLONG,LAT,LCIST)

GO TO 46 . :

WRITE(64s1)

IF{MEAS{5)4EQev) CALL NOAIR(MEAS,T-DELTAT X0(141)¢XU(2s1)4VX,yVY,
1RCONE ¢ X2TCO1,Y2T01 yNoATLyAT2,MODE yDELTAT s VARVOR yVARDME 4P yHNHNT 4RI,
ZHNTRl'TOOX(l'l)'x(Z’l)'LUNGL(ISTL)'LATI(lSTl)'LONG'LAI'DTR'RE'v,
3DIST-V*DELTAT/3600,0,8679)

CALL RMSL(PsDTRsXO{1y1)sX0(2y1) o THETA,T,R1+sMODEJLCNGoLATDIST)

IFINEST.EQC.8) LU TO 45 '

CALL GMADD(PER+P 4PHIT 8,8)
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c C
45

46

47

48

49

50

51

52

53

C c

CALL RMSL(PHIT DTRyXO0d1L9l) s X0(241) sTHETA9ToR1,MGDE,LONG,LAT,DIST)
ALCULATE THE NOMINAL POSITICON AND PERFORM THE TIME UPDATING OF p
IF(MEAS{6).EQ.1) GO TO 46

IFIMEAS(5}).EQ.U) CALL NOAIR(MEAS.T XOU1lol)eX0U2,1)yVX,VY,RCONE X2T
101, Y2TOLyNs AT 1 ,ATZ2 )y MODE, DELT AT, VARVOR ¢ VARDME ¢P o HN yHNT 4RI ¢ HNTRI 4 TOy
2X(Lol) o X{291) sLONGLUISTL) 4LATLL{ISTL) LONGoLATsDTR4RELV,DIST,E79)
DO 50 J=1.NP

IF(MEAS(6).EQel) CALL INSO6(LAT,LONG,VX,VY)

T=T+DELTAT/NP

X{Lod)=X0(1l,L)}+VX*(T-TU)/3600.0
X{241)=X0(2,1)#VY*{(T-T0)/3600.0

DIST=DIST+V*DELTAT/3600.0/NP
LONG=={X(1y1)/RE/COSCLATL(ISTL)*DTR)/DTRI+LONGL{IST)
LAT=X{2,1)/RE/DTR#LATA(ISTL)

R2=X{1e1) #32+X(2y 1) %%2

Ri=SQRT{R2)

IFIMEAS{6).EQ.1) GO TO 47

CALL GMTRA(PHI,PHIT,848)

CALL GMPRDIP,PHIT,.PPHIT,8,+8,8)

CALL GMPRO(PHI,PPHIT yPHIPPH+8+48,48)

CALL GMADD(PHIPPH,PHIQPH,P,3,8)

LF{NEST.EQ.8) GO TO 47

CALL GMPRO(PER,PHIT,PPHIT,8,8,8)

CALL GMPRD(PHI 4PPHIT PER98,+8,8)

CALL ANGLE(X(1ls1l)eX(2v1)eTHETA)

IF{NP.NE.1) GO TO 48

LF(JJ.EQel) GU TO 50

IF(IPRINT+1.NE.NPRINT) GO TO 50

IFIMEAS(6).EQ.V) GO TO 49

CALL INSS(X(Llyl)sX{292),THETA,T4R1+MODELONGyLAT,DIST)

GO TO 50

CALL RMSL{P,DTRyX(1y1l)}oyX{2,1),THETA,T,RLyMODE,LONGoLAT,DIST)
IF(NEST.EQ.8) GO TO 50

CALL GMADD(PER,P,PHLIT+8,8)

CALL RMSL(PHITDTRsX(d91)sX{2y1)THETA+ToR1,MODE,LONG,LAT,DIST)
CONTINUE

IF{N.EQ.0) GU TO 51

IF{R1.GT.RCONE} GO TO 55

IF({MODE.EG.1) GO TO 541

IF(IRESET.NE.O) GO TO 51

NH=2

L=1

GO TO Sé6

IPRINT=IPRINT+1

IFCIPRINTLNELNPRINT) GO TO 79

{PRINT=0

LF{JJ.NE.1) GO TO 53

IF(MEAS(6).EQ.0) GO TO 52

CALL INS5{X(1+1)yX{241)yTHETA,T4R14MOOE LONG,LAT,DIST)

GO YO 53

CALL RMSL{(PsDTRyX{Llsl)sX{2+1)9THETA,TR1,MODE, LCNG-LAT,DIST)
LFINEST.EQ.8.0R.ICOMPLEQ.1) GO TO 53

CALL GMADD(PERsP+PHIT+8,8)

CALL RMSLIU(PHIT,DTR¢X(1yl)yX(291)¢THETA,T9RA»MOCE,LONGyLAT,DIST)
IFINGNE.O) WRITE(O44)

GU TO 79
ALCULATE THE MEASUREMENT MATRIX AND PERFORM THE MEASUREMENT
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C

UPDATING OF P

55
56

58
60

ol

62

63

o4

67

68

70
75
{9

80

NH=0 )
IF(IRESETNEU) CALL INSLLI(NJIRESET yX{1lel)eX(2+1)R2,X2701,Y2T701,
LAT1,AT2 ,HNHNT sRI yHNTRI ¢ VARVOR, VARDME , 666}

IF(MEAS(6)eEQel) CALL INSTINHyX{Llsl)oX{2y1)4AT1,AT2,R2,X2T0O1,Y2T70L
1yKSyITERy RVORRDMLELE66)

DO 58 [=1,8

DO 58 J=1,8

IFLABSIP( L)) eLE.L1O0E—=25) P(1,4)=0.0

CONTYINUE

NH=NH+1

{F{MEAS (NH) .EQ.0) 50 TO 65

CALL FINDH(NH HsX{Llsl}y4X(2+1),ATL,AT2,R2,X2TC1,Y2T701,8)}
IF{ITER.NEL2) GO TO 62

O 61 I=1,8

K(Iy1}=KSTORE(I,KS)

KS=KS+1

CALL MEASUP(NHyHyPyRVORRDME,) IDENT 4y ITERyK 98 o HT oyPhRT g KH yKHP s KHT , KT 4K
IRKT yKR)

[F{NEST.ECL.8) GO TO 63

CALL GMTRA(KH,KHT,8,81}

CALL GMPRC(KHPERKHP o8+ 8,8)

CALL GMPRCIKHP,KHT PER,8,8,+8)

[IF{ISEN.ECaO-ANDe IGAINLEQ.QO) GO TOQ 65

[IFLITERLEC.Z2) GO TU 65

IF{ITERCEQe3 s ANDIGAINGEWLO) GO TO 65

DO 64 1=1,8

KSTORE(I4KS)=K({1,41)

[F{IGAINCEQel) KSTORE(G4KSI=T

KS=KS+1

IF{NH.NE.4) GO TO 60

IPRINT=1IPRINT+1

[F{IPRINTJNELNPRINT) GO TGO 75

IPRINT=0

IF{MEAS(6).EQ.0) GO TO 67

Cabll INSSUX{1lel) o X(2+1)sTHETA,TyRL,MODELONG,LAT,DIST)

GO TO 68

CALL RMSL(PyDTR X{191)eX{2,1),THETA,T4,R1,MODEyLONG4LAT,DIST)
IF(NEST.EQ.8) GO TU 68

CALL GMADD(PER,P,PHIT38,8)

CALL RMSL(PHIT,OTR ,X{1,1)gX{291)sTHETAyToR1sMOCE,»LONG,LAT,DIST)
[IF{L.EQ.Ll) GO TO 70

IF{ITERL.EQ.2) GO 70 79

IF{MEAS(6).EQ.1) GO TO 79

CALL RMS2(INsR2,A4s84CHyTHETA,AT]1,VARVOR VARDME)

GU TO 79

WRITE(6,4)

L=0

IF{ABS{T-TSWIT).GT.DELTAT/2.0) GO TQ 45

CALL SWITCH{TSWIT, IST1,IST24NST1,NST2, J1l, J2LATL,LATZ2,,LONG
11y LONG2 yLATSLONG e SALTLsSWLTZ2 ¢SWLGL ySWLG2sREZDTRyMCDE,ZTO,T oL Ly X2TUL

2¢Y2TOL o VX o VY s XU4MEAS{B) s ALT yAT1 yATZ yALTL9ALT2,RCCNE yISWoyVBRNG,V,
3SWLT3 ¢SWLG3 4 ISWVLIST3,NST3,680)

GO 10 81
J1=1
J2=1
J3=1
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81 IF(MEAS(6).EQ.1) CALL INS8{J1,42,£92)
IF{J1.EQ.0) GO TO 85
RE- INITIALIZE THE ELEMENTS OF P RELATING TO THE STATIGN BIASES

DO 82 J=5,6

DO 82 I=1,8

P(l442=0.0

PlJeId=0.0

PER(I,40=C.0

82 PER(J41)=0.0

P(5,5)=RMSBVH*2

P(696)=RMSBD®%2

J1=0

[FINEST.EG.8) GO TO 86

IF(NEST1-6)83, 84,85

83 PER(5,5)=P(5,5)

P(5+5)=0.0

84 PER(6+6)=P(6,6)
Pl6¢6)=0.0
85 IF{J2.EQ.0) GO TO 92

DO 86 J=7,8

DO 86 1=1,8

PlIsd)=0.0
"P(Js11=0.0

PER(I94)=0.0

86 PER(Jy11=0.0

P(747)=RMSBVE%2

P(8,8)=RMSBD*%2

J2=0

LF(NEST.EC.8) GU TO 92

IF(NEST.EC.7) GO TO 88

PER(TT)=P(T,7)

P(7,7)=0.0

88 PER(8,8)=P(8,8)

P(8,8)=0.0

92 1F(J3.EQ.1) GO TO 100

TSWITM=TSKIT/60.0

VBRNGD=VBRNG/DTR

ATLFT=AT1%6076.1

AT2FT=AT2%6076,1

R1I=SQRT{XO0(L, 1 )42+ X0(2, L)%%2)

CALL ANGLE(XO(Ls1)¢X0{2,L)y THETA)

WRITE(695) ISTLaVX,XO(Ly1), TSHITM, X2TOL ATLFT, IST2,VY¥,X0{2,1),
1VBRNGD,Y2TOLsAT2FT

IF(MEAS{6).EQ.L) GO TO 95

WRITE(641)

IFIMEAS(5) ¢Eu.0) CALL NOAIR(MEAS,yTyXO(Ll9gl)eXO0(2y1)sVXyVY,RCONE X2T
101,¥2TOLyN,ATL,AT2,MODE,DELTAT, VARVOR , VARDME 4P yHN yHNT yR I, HNTRI ,TO,
2X(191) ¢X({241) yLONGLUISTL) L ATL({IST1)yLONG ¢LAT,DTRyRE,V,DIST,£79)

CALL RMSL(P,DTRyXO(Lsd ) XO(241) yTHETA,TyR14MUDE,LCNG¢LAT,DIST)

IF(NEST.EG.8) GO TO 45

CALL GMADC(PER,P,PHIT+8,8)

CALL RMSLU(PHIT DTR¢XOULsL)sXO(291) yTHETA,ToR1yMODE,LONG,LAT ,DIST)

GO TO 45

95 CALL INS4(S)
CALL INSSUXO(1,1)+X0{241)4THETA,;ToR1L,MODE LONG yLAT,DIST)
GO TO 46 :

100 WRITE(6,411)
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IFC(IGAINGEQ.O.ORLITERLEQ.2} GO TO 140
LF(MEAS{6).EQ.1) CALL INSS(KS,£140)
KSTORE(9¢KS)=-1.0
WRITE(6,1T7)
IPRINT=0
KP=1

110 IPRINT=IPRINT+}
T=KSTORE(GKP)
TM=T/60.0
NN=1

115 IFIKSTORE(9yKP).NELKSTURE(9,KP+NN)) GO TO 120
NN=NN+1
GO TO 115

120 [F(IPRINTJNELNPRINT) GO TO 125
WRITE(G6,18) TMy{ {KSTORE(I KP-1+4J)si=1+8)9J=1,NN)
IPRINT=0

1¢5 KP=KP+NN
IF{KP.GE.KS}) GOJ TO 140
GO TO 110

140 [F{ISEN.EG.0) GO IO 15u
IFINUMLEQ.NSEN.AND.ITER.EW.3) GO TO 150
IF(INSENJEQal.AND.ITER.EQ-3) GO TO 160
ITER=ITER+]
IF(ITER.LT.4) GO0 TO 14t
NUM=NUM+1
ITER=2

14l 1F(JJEQel) NP=0
T0=T00
IF(ITERL.EQ.2) Gu TO 23
GO TO 29

150 READ(5,7}) IRUN :
IF({IRUN.NELO) GO TO 20

160 STGOP
END

SUBROUTINE RMSL(P4DTR Xy YoTHETA, TyR1,MODELUNG,LAT,CIST)
C CALCULATES THE RMS ERROURS IN THE AIR-DATA FILTER ESTIMATES
REAL*4 P{8y8) 1 LONGLAT
1 FORMAT({1H+,110X,F10.2,F10.0)
2 FORMAT(1IHCsFTe2¢FLl0e24F134593F1062¢3F10.09¢3F10.2+,FL0.0/71H 417X,

1F13.5,F1042450%,F10.2)

RMSX=SQRT(P(1l,1))*6076.1

RMSY=SQRT(P(2,2))%*6076.1

RMSVHWX=SQRT{P{3,3))%3600.0

RMSVWY=SQRT(P(4,4))%3600.0

RMSBV=SQRT(P(5,5))/DTR.

RMSBD=SQRT(P(6,6))*60T76.1

RMSRAD=SQRT{P(1+1)+#P(2,2))*6076.1
RMSW=SQRT(P(3,3)+P(4+%1)%*3600.0

TIME=T/60.0

THETAD=THETA/DIR

WRITE(642) TIME,DISToLAT Xy RLoTHETADRMSX¢RMSY yRMSRADoRMSVWXRMSH,
1IRMSBVoRMSBDyLUNG, ¥ y RMSVIWY

[F{MODE.EQ.1) RETURN

RMSBV2=SQRT(P(7,7))}/DIR
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[gN g X

RMSBD2=SQKT(P(B8,8))%6076.1
WRITE(6,1) RMSBVZ,RMSBDZ
RETURN

END

SUBROUT INE RMS2(INyR2 4PMSXsRMSY oCOVXY» THETA,ALT, VARVOR,y VARDME )
CALCULATES THE RMS POSITION ERRORS RESULTING WHEN USING THE
INFORMATICN FROM A SINGELE VOR/DME STATION WITHOUT AIR OR
INERTIAL DATA
1 FORMAT(1H+,60X,3F10.0)

S2=SIN(THETA) #%2

C2=COS(THETA) *%2

RR=R2+ALT*%2

F={le0=0.5%ALT %2 /RK)H*2

RMSX=SQRT (RR¥F*C2%VARVOR+F*SZ2¥VARDME ) *6076. 1

RMSY=SQRT {RR*F#S2%VARVOR +F*C2%VARDME ) *60T76. 1

RMSRAD=SQRT{RMSXx&®2+RMSY*¥2 )

IF(IN.NE.L1l) GU TO 10

IN=2

S=SIN(THETA)

C=COS(THETA)

COVXY=—RR*¥F*5%:C&VARVOR+F =CxS*VARDME

RETURN ’

10 WRITE(6,1) RMSX,RMSY,RMSRAD

RETURN

END

SUBROUT INE RMS3(PyDTRyT,THETASDIST,LAT 4LONG¢XsYsR14MODE RE,ALT)
CALCULATES THE RMS ERRORS IN THE INS FILTER ESTIMATES
REAL*4 P{16,16),LONG,LAT
1 FURMAT(LHO¢FT2a2yF1l0e24FLl1e592F9¢2+4F10.0yFL0e29FLllo%42F12.4,F12.6,
IF7e29F1060/1H 217TXsF1de5y F9e2y 9X9FLlOe0¢Fl0e29F11e%92F12.4,4F12.6)
2 FORMAT({1H+,113XsF7.2,F10.0)
3 FORMAT(1H +28X9F9e2y 9XyFl0e0yFl0e2sFl1le%92Fl2.4,F1206)
RMSX=SQRT(PlLl,1)}*6076.1u
RMSY=SQRT(P{2,2) )*6076.10
RMSVX=SQRT(P(3,3))%*3600.0
RMSYY=SQRT(P(4,4))*36£0.0
RMSPIX=SQRT(P{5,5))/DTIR
RMSPIY=SQRT(P(646))/DIR
RMSPIZ=SGRT(P(7,7))/DIR
RA=2,0/(RE+ALT/6076.10)
RA2=(RA/2.0)%%*2
RMSPHX=SQRT(P(5,5)—RA®P(2,5)+P{2,2)*RA2)/DIR
RMSPHY=SQRT(P(6,6)+RAZP(1,6)+P(1,1)}*RA2)/DTR
RMSPHZ=SQRT(P( T+ T)+RASTAN(LATHDTRI*P( L, T)+RA2*P (1,1 )*TAN(LAT%DTR) %
1*2) /DTR
RMSGX=SQRT(P{8,8))/DTR*3600.0
RMSGY=SQRT(P(9,9) ) /DTR*3600.0
RMSGZ=SQRT(P(10,10))/0TR%3600.0
RMSACX=SQRT(P(1l,11))%6076.10/32.2
RMSACY=SQRT{P(12,12))%6076.10/32.2
RMSBV1=SQRT(P(13,13)}/DTR
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RMSBD1=5QRT(P(14414))#6076.10
RMSRAD=SQRT(P(1l,1}+P12,2))%6076.10
RMSV=SURT(P(3,3)+P (4,4))%3600.0
TIME=T/60.0 '
THETAU=THETA/DTR
WRITE(651) TIME,OIST LAT X, THETADy RMSXsRMSVXRMSPIX,RMSPHX s RMSGX,
1RMSAC Xy RMSBVL ¢ RMSBD1 s LONG + Y ¢RMSY  RMSVY, RMSP LY, RMSPHY,RMSGY y RMSACY
IF{MODE.EC.1) GO TO 1C
RMSBV2=SQRT(P(15415)) /DTR
RMSBD2=SQRT(P(1l6416))%6076.10
WRITE(6,2) RMSBVZ2,RMSBD2
10 WRITE(693) R19yRMSRADyRMSV ,RMSPIZ,RMSPHZ,RMSGZ
RETURN
END

SUBROUTINE ANGLE(X,Y,dJHETA)
C CALCULATES THE BEARING OF THE AIRCRAFT RELATIVE TC NORTH AT A
C REFERENCE VGR/DM4E STATICGN

PI=3.141592
IF(X)10,20,30

10 IF(Y)11+412413

11 ARG=ABS(X)/ABS(Y)
THETA=PI+ATAN(ARG)
RETURN

12 THETA=3.0%P1/2.0
RETURN

13 ARG=ABS(X)/Y
THETA=2,0¥*PI—-ATAN( ARG
RETURN :

20 IF(Y) 21422422

21 THETA=Pi
RETURN

22 THETA=0.0
RETURN

36 IF(Y)31,32,33

31 ARG=X/ZABSL(Y)
THETA=PI-ATAN(ARG)
RETURN

32 THETA=P1/2.0
RETURN

33 ARG=X/Y
THETA=ATAN(ARG)
RETURN ’
END

SUBROUTINE FINDH{NHyH X Y yAT14AT2yR29X2T01sY2TGL,NST)
C CALCULATES THE MEASUREMENT MATRIX
ODIMENSICN H{1,NST)
DO 10 I=14NST
10 H{1l,1}=0.0
GO TO (20+¢30+40+50)4NH
20 H{lsl)=Y/R2
H(1¢2)=-X/R2
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H{1yNST-3)=1.0
RETURN

30 D=SQRT(R2+AT1*%2)
H{leld=X/D
H{1,2)=Y/D
H(1,NST-2)=1.0
RETURN

40 D=UX+X2TOL)I#*%2+{Y+Y2TOL)*%2
H{LlsLd=(Y4Y2T0L) /D
H(192)=—{X+X2101)/0
H{1,NST-1L)=1.0
RETURN

50 D=SQRTL(X+X2TUL) %22+ {V+Y2TOL)*%2¢AT2%%2)
H{1l,1)=(X#+X2T01}/0
H{1,2)=(Y+Y2T01)/0
H{14NST)=1.0
RETURN
END

SUBROUT INE MEASUP (NHyH¢P ¢ RVORsRDME, IDENT s ITER g KyNST o HT » PHT o KHy KHP ,
1KHT KT 4 KRKT (KR )
C PERFORMS THE MEASUREMENT UPDATING OF P
REAL*4 PINST ,NST)oHUL ¢NST),HT(NST 1) ¢PHTINST,1) 4K (NST41)sKH{NST,NS
LT} KHP(NST,NST )y IDENTANST  NST},KHT(NST,NST) ¢KT {1 4NST) yKRKTUNST NST
2) JKRINST, 1)
IFINH.EQ.2) GO TGO 10
IF(NH.EQ.4) GU TO 10
R=RVOR
GO TO 11
10 R=RDME
11 IFUITER.EG.2) GO TO 20
CALL GMTRA(H,HT,1,NST)
CALL GMPRD{P,HT,PHT ,NST,NST,1)
HPHT=0.,0
DO 15 I=1,NST
15 HPHT=HPHT+H(1, 1) *PHT(4,1)
DO 19 I=1,NST
19 K(I4L)=PHT(1,1)/(HPHT#R)
20 CALL GMPRDI(KsHyKHyNST91,NST)
CALL GMSUB(IDENT yKHoKHoNST,NST)
CALL GMPRDI(KH,PyKHP ¢NST,NST,NST)
LFCITER.NE.2) GO TO 40
CALL GMTRA(KH KHT ¢NST4NST)
CALL GMPRDUKHP yKHT 4P, NSTyNST,NST)
CALL GMTRA(K,KT,NST,1}
DO 3Q I=1,NST
30 KR(I¢1)=K(I,1)%R
CALL GMPRD(KR,KT yKRKT yN3T¢1,NST)
CALL GMADC(P,KRKT,P,NST,NST)
RETURN
40 DO 50 I=1,NST
DO 50 J=1,NST
50 PUIyJ)=KHP({I,J)
RE TURN .
END
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SUBROUTINE SWITCH(TSWIT, IST1,IST2,NSTL1,NST2,  Jl, J2,LATL,
LLAT2LONGLsLONG2 y LAToLCONG ySWLTL ySWLT2ySWLGL ¢SHLG2,RE,DTR,MODESTO)
2T LL e X2TOL o Y2TOL VX VY o XOyMEASS JALT yAT1,AT2 ALTL,ALT2,RCONE ¢ISW,
3VBRNG ¢ Vs SWLT3 ¢ SWLG3 g ISWV IST34NST3, %)

TUNES IN A NEW VOR/DME STATION OR CHANGES THE HEACING OF THE AIRCRAFT

REAL*4 LATL{20),LAT2(20),LONGL{20},LONG2(2C) yLAT,LONG,SWLT1
1(20) 9 SWLT2(20) +SWLGL(20) 4 SWLG2(20) ,X0(841)sALTL(20) ¢ALT2(20)4SWLT3

10

20
30

50

60

70

72

75
76
79

80
81

2120),SWLG3(20)

IFILLLEQ.C) GO TO 50

T0=T

IF{ISWeLT.4) GO TG 10

IST3=[ST3+]

IFCIST3.GToNSTF3) [ISWV=U

G0 TO 50

IFILISW.EQ.2) GU TU 30

IF{ISTl.EC.NSTL) RETURN 1

[STLI=IST1l+1

ATL=(ALT-ALTL(ISTL))/6076.1

RCONE=0.7*AT1l

Ji=1

IFCISW.EQ.L) GO TG 50

IF(IST2.EQ.NST2} RETURN 1

[ST2=1ST2+1

AT2={ALT—ALT2{1ST2))/6076.1

J2=1

XO(1s1)={LONGLIISTL)—LONG )*DTR*RE*COS{LATL(IST1}*CTR)
XO(2s1)={LAT-LATL( ISTL1))#DTR*RE

IF(MODE.EG.l) CGU 1O 7L

X2TOL={LONG2( IST2)-LONGL(ISTL) ) %*DTR*RE*COS{LATL(IST1)*DTR)
Y2TOL={LATL{ISTL)-LAT2(IST2))*DTR*RE
XSWL=(LONGLUISTL)-SWLGL{ISTL) )*DTR*RE*XCOS{LATLLISTLI®DTR)I-X0(141)
YSWI=(SWLTL{ISTL)—LATA(ISTL))*DTRERE-X0{(2,1)
RSWI=SQRT{XSWLtx2+YSHL*%2)
[F{MODEEQel s AND. ISWVLEQ.O}) GO TO 80

LF{MUDELEGC.L) GU TO T2
XSW2={LONGL{ISTL)-SKLG2( IST2) )*UTR*RE*COS(LATL{ISTL)*DTR)-X0{1,1)

YSW2=(SWLT2(IST2)—LATLI(ISTL1) ) *DTR*RE-X0(2y1)
RSW2=SQRT (XSW2%%2+YSH2%%2)

IF(ISWV.EQ.0) GO TO 75
XSW3=(LONGLCISTL)-SWLG3I(IST3))*DTR*RE*XCOS(LATLI{ISTL)*DTR)=-X0{1,1)

YSW3=(SWLT3{IST3)-LATL(ISTL))*DTR*¥RE-X0(2,1)
RSWA=SQRT(XSW3*%k2+YSW3*%%2)

IF(MODELEQ.L) GO YO 76
[F(RSW3.LT.RSWL.AND.RSW3.LT.RSW2) GO TO 85
LF(RSW2.LToRSH1.AND REW2.LT.RSW3) GO TO 90
IF(RSWL .LToRSW2.AND . RSWL.LT.RSW3)} GO TO 80
GO TO 79 -
[F(RSWL—RSW2) 80,739,490

IF(RSWL-RSW3) 80,80.86

I5W=3

GO TO 81

ISK=1

XSW=XSHnl

YSW=YSWI1
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OO0 oO

85

30

95

100

RSW=RSW]

GU TO 95

ISH=4

XSW=XSW3

YSH=YSW3

RSW=RSW3

GO TO 95

ISW=2

XSW=XSW2

YSW=YSW2

RSW=RSW2

CALL ANGLE(XSWy;YSwu,VBRNG)
TSWIT=T+RSW/V*3500.0
IF{RSW.EQ.0.00) GU TO 1900
VX=V2XSW/RSH
VY=VXYSK/RSH

RETURN

VX=V

VY=0.0

RETURN

END

SUBROUTINE NOAIR{MEAS s T9XO0s YO)VXy VY RCONE ¢X2TOLyY2VCLINIATL AT 2,

LMODE+DELTAT , VARVUR ¢ VARDME 4 PP yHy HT g RTyHTRI g TOy Xy Yo LONGLy LAT1 4LONG,
C2LAT yDTRyREZV,UIST, %)

CALCULATES THE STATE ERROR COVARIANCE MATRIX ASSOCIATED WITH THE
ESTIMATOR USED TO JUBTAIN MAXIMUM-LIKELIHOOD PCSITION FIXES FPOM
VOR/DME MEASUREMENTS

1
2

10

15

REAL¥4 LONGL,LAT1,LONG,LAT
DIMENSION MEAS(5) yHIN ¢2) yHT {29N) oRE(NJN) sHTRIL2yN14P(242)4°P(8,8)
FORMAT(® NO MEASUREMENT TAKEN FROM THE STATICN BEING OVERFLOWN')
FORMAT (1HOyF722,F10.24F13.5,3F10.2/1H 417X F13.5,F106.2)

IN=2

DO 10 I=1,N

DO 10 J=1,N

RI(I4J)=0.0

T=T+DELTAT

X=X0+VX#(T-T0)/3690.0

Y=YO#VY#(T-T0)/3600.0

DIST=DIST«V*DELTAT/360C.0

LONG=—(X/RE/COUS{LATL*CTR) /DTR)+LUNG 1

LAT=Y/RE/DTR+LAT]

R2=X&X2 +$Y %%k

RI=SQRT(R2)

IF(RL.GT.RCONE) GO TO 20

IF(MEAS(3).EQ.1.AND.MEAS(4).EQ.1) GO TO 15

TIME=T/60.0

CALL ANGLE(X,Y,THETA)

THETAD=THETA/DTR

WRITE{642) TIME,DIST,LAT,X,RL,THETAD,LUNG,Y

WRITE(6,1)

GO T0 100

CALL ANGLE(X,Y,THETA)

CALL ANGLE(X+X2TUL,Y+Y2T01,THETA2)

RR2=(X+X2TGL) ##2+ (Y+Y2TOL ) %42
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IN=1
CALL RMS2(INsRR2yA48,CHyTHETAZ2,AT2,VARV(IR,VARDME }
PP{l+1)=(A/60T0.1)%%2
PP1242)=(B/60T641)%%2
CALL RMSL(PPDTR ¢y XsYs THETA,T,R1,MODE,LONG,LAT,CIST)
WRITE(6,41)
60 TO 100
20 I=1
NH=0
30 NH=NH+1
IF(MEAS{NH) .EQ.0) GO T0O 90
GU TO (40950460,70) ¢NH
40 H(I,1)=Y/R2
H{Iy2)=-X/R2
60 TO 80
S0 D=SQRT(R2+AT1*%2)
H(I+1)=X/D
H(I,2)=Y/D
GU TO 80
60 D={X+X2TOL)**2+(V+Y2TLC1) %%2
H{Is1)=(Y+Y2T01)/0
H{l42)=—(X+X2T011/D
60 70 80
70 D=SQRTIAX+X2TOL)*%2+(X4Y2TOL)%¥2+AT2%%2)
H{I,1)={X+X2T701)/0
H{I2)=(Y+Y2T0OL) /0
80 IF(NH.EQ.1) GU TO 85
IF(NH.EQ.3) GO TO 85
RI{Is1)=1.0/VARDME
L=1+1
GO TO 90
65 RIlI+1)=1.0/VARVOR
[=1+1
90 IF(NH.NE.4) GO TO 30
CALL GMTRA(H,HT,N,2)
CGALL GMPRO(HTRI HTRIy2sNyN)"
CALL GMPRDU{HTRIyH,P,24N+2)
DET=P{Ls1)%P(2,2)-P(Ll+21%P(1,2)
PP{ls1)=P(2,2)/DET
PP(2,2)=P(1,41)/DET
CALL ANGLE(X,Y,THETA)
CALL RMS1{PPoDTR ¢yX9s Y9 THETAy T4R1 MODELONG+LAT,DIST)
CALL RMS2[INyR24AyB¢sCHTHETA,ATL,VARVOR, VARDME)
100 RETURN 1
END

SUBROUTINE INS(HI,HIT ;RI4HITRIyNy LATO.LONGO:LAT:LGNG.HEAS XeYy
1IRESET)
c PERFORMS INS FILTER COMPUTATIONS

REAL%¥4 QU 16)4LATO,LONGO+PHI (16416) ,IDENT(16416),P(16,16),KR{(16,1),
IRMS(L12) yLONGeLAT ,PHIT(16916)+PPHIT(16916) yH(1,16),K{16,1),KSTURE(L
2741100) yHT{1641) yPHTLA6 L) 1 KH{16916)KHP{16416)},KHT(16+16),KT(1,16
3)4PER(16916)9M(2+2), HEIN,2) yHIT{2sN} sRIANJN)HITRI(24N),PI(2,2)
4,KRKT(16,16)+AA(16916),CCL16,16)4D0(16,16)

DIMENSIGON MEAS(6)

103



1 FORMAT(LHO*TIME—MIN® 42X, "DIST—-NM? 44X, ' LAT-DEG?* 44X, * X=NM* 42X,
1Y THETA~DEG 'y 'RMSX—FT?*,2Xy 'RMSVYX-KT!,2Xy *RMSPSIX-DEG"'y* RMSPHIX-D
2EG RMSGX-DBEG/HR RMSAX-G *, "RMSOBV-DEG® ¢ L Xy *RMSBD—-FT*/1H ,
320X *LONG=DEG* 94X g *Y=NM?* 4 13X ) "RMSY-FT 42Xy TRMSVY—=KT ? 42X, RMSPSIY-D
4EGY ¢ 1 Xy "RMSPHIY-DEG* o 1X» "RMSGY—DEG/HR® ¢+ 2Xs *RMSAY=G* /1H ,32X,*R~NM!
SeLl3XePRMSR=FT* 43Xy "RMSV-KT" 42Xy *RMSPSL1Z-DEG"' ¢+ L X+ *RMSPHIZ-DEG*,1X,
6'RMSGZ-DEG/HR')

2 FORMAT('ODATA:'/*QORMSGYO="',FT.4,"' DEG/HR*/* RMSACC=',F7.4,' G°*
1 /1H 4'RMSBV =" ,FTe2y" DEG*/LH +"RMSBD =",FT742+" NM'/LH +'RMSVOR=
2% sFTe2s® DEG'/1H o *RMSDME=? yFT7s2¢® NM'/1H o*'CORGYC='"yF7.2,* HR*'/1IH
3 J'CORACC=1yFTe29' HRY/1IH 1 'CORVUR="yFTe29" NM'/1H +'CORDME="4FT7.2
49" NMS/LH 4'DISTO =',F7.24' NM* /* TO ="', FTs24* MIN'/' DELTAT=
5',FTe2y" SEC'/* V =0, FTe2,% KT'/1H o*ALT =V 9FTe0y9* FT'/1H ,
OG'LATO =%',Flu.5,' DEG*/1H ,*LONGU ='"yF10e59"' DEG'/LH ,'NPRINT=?,13
T/LH o'NSTL  =',13/1H L*NST2 =%,I3/1lH ,*NST3 =*',13/1H ,¢NP =v,
B13/71H 4*ISEN =%,13/1H 2*NSEN =',13/1H »*IGAIN ='413/1H »*IRESET=
9¢,13/¢% NEST =9,13/' 4DISP =*,13/% MEAS =*,13,515/////)

3 FORMAT{I6412F6.2)

7 FORMAT(LIHL 62Xy *GAINS 2 //1LHO 6Xy *TIMET 8X g "KX? 912X,y 'KVX*, 11X,
L'KPSIX® yLCXg " KPSIZP" 912X, 2KGY " p12Xs *KAX® y 11X, *KBVL', 11X, 'KBDLY/
SLH s18X " KY? 12Xy "KVY * g 11Xy "KPSIY®* y 11X KGX* y13X,*KGZ' 112Xy *KAY?,
3LLIX,*KBV2'yL1Xy*KBD2¢)

8 FURMAT(1H+,10X,8E15.7/(1H ,10X,8EL15.7))

9 FURMAT (1h0,F10.2)

10 FORMAT(' NO PUSITION RESET PERFORMED')
RETURN

ENTRY INSLIRMSGYU,RMSACC ,RMSBV,RMSBDyRMSVOR 4RMSDMEy COCRGYO,CORACC
LCORVORyCORDME yDISTO» TOWDELTAT ,V 4ALT LATO»LONGO 4NPRINT,NST1,NST2,
2NST3 4 NPy ISENSNSENy IGAIN,MEASy [RESET NEST,IDISP 4 *)

WRITE{6492) RMSGYUsRMSACC,)RMSBV,,RMSBDyRMSVOR sRMSDME s CORGYU» CORACC,
LCORVOR,CORDME ,DISTOyTO,DELTAT,,V,ALT,LATO,LONGO yNPRINT#NSTL1,NST2,
ENSTI3yNPyISEN,MNSENy TGALIN, IRESET NEST,IDISP, (MEAS(JIsJ=1,6)

RETURN 1

ENTRY INS2(OTR,DELTAT NP yRE ,ALTRMSBV ,RMSBD*)
IBIASG=0
IBIASA=0
RMSGYO=RMSGYO*DTR/3600.0
RMSACC=RMSACC/0076.,10%32.2
IF(CORGYO.GE.1000.0) IBIASG=1
IF{CORACC.CE.1000.0) IBIASA=1
CORGYO=CORGYO*3600.0
CORACC=CORACC*3600.0
DO 20 I=1.,l6
DO 20 J=1sl06
PHI(I,J)=0.0

20 [DENT(I,J4)=0.0
D0 25 I=1,16
[DENT(L,s1)=1.0
PHI(I,1)=1.0

25 Q(I)=0.0
IFLIBIASG.EQ.L) GU TO 26
QEBI=2. 0% (RMSGYU%%2)/CURGYU*DELTAT/NP
Qt9)=Q(8)
Qt10)=Q(8) .

26 [F{IBIASALEW..) RETURN |
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30

32

33
39

54
55

Q(11)=2.0%(RMSACC*#*2) /CORACC*DELTAT/NP
Wwil2)=Q(1ll)
RETURN 1

ENTRY INS3(ITER,A,89Cy*)
IF{ITERLEQ.3) GO TO 30

READ{5+3) INIT,(RMS(J),J=1,12)
IFUINITL.EGeL) GO TO 32
RMS{1)=A/6076.10
RMS(2)=8/6076.10

Pll1,2)=C

Pl24+1)=C

P{l,1)=RMS(1)*%x2
P(292)=RMS{2)%*%x2
P{3,3)=(RMS(3)/3600.01})%%2
Pl4,4)=(RMS5(4)/3600.0)%*%2
P{5+5)=(RMS(5)*DTR)*%2
PL6+6)=(RMS{6)*DTR) %x2
PIT+7)=(RMS(T)I*DTR ) *%2
P(B84y8)=(RMS(B)*DTR/3600.0)%%2
P(9+9)=(RMS(91%DTR/3600.0)%%2
PL10,10)=(RMS(10)*#*DTR/3600.0)%%2
P(LLs1Ll)=(RMS{11)*32.2/6076.10)%%2
Pl12412)=(RMS(12)%32.2/6076.10)%*%2
Pl13,13)=RMSBV*%2
P{l4,14)=RMSBD%*%2
PI15,15)=P{13,13)
P{16+16)=P(1l4,14)

IF{NEST.EC.16) GO TO 39
NESTL1=NEST+1

DO 33 I[=NESTl,lo

PER(I»1)=P(Il,1)

PLI,11=0.0

RETURN 1

ENTRY INS4(S)
WRITE(6,1)
RETURN

ENTRY ENSS(XyYoTHETA,T4R1,MODE,LONGLAT,DIST)

CALL RMS3(P,OTRyT,THETA,DIST,LAT,LONGsXsYsR1,MCOE,RE,ALT)
[FINEST.EQel6.,AND.IDISP.EQ.O) GO TO 55

[F{IDISP.EQ.1) GU TO 54

CALL GMADDIPER+PyPHLT »16.+16)

CALL RMS3{PHITDTR,T,THETADIST4LAT+LONGosX-sYsR1+MCDE,)RELALT)
RETURN

ENTRY INSOUILAT,LONGyYXX,VYY)

VX=VXX/3600.0

VY=VY¥Y/3600.0

VXDOT=0.0

vYD0T=0.0

viD0T=0.0

vZ=0.0

6X=0.0

GY=0.0

64=—32.2/6076.10%(RE*%2) /(RE+ALT/6076.1)%%2
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62

69

0b

68

69

CMEGA=15.04107*%DTR/36CC .0

OMEGAX=0.C

OMEGAY=CMEGA*COS(LAT*CTIR}

OMEGA Z=UMEGA*SIN{LAT®DIR)

RHOX=—~VY/RE

RHOY=VX/RE

RHOZ=VX/RE*TAN(LAT=DTR)
OMEGAS=32.2/6076.10/RF

AX=VXDOT+ (2. UXUMEGAY+RHOY }RVZI~(2.,0%xOMEGAZ+RHOZ ) *V Y—-GX
AY=VYDOT+ (2. 0¥UMEGAZ+RHOZ ) *¥VX-( 2. UXOMEGAX+RHOX ) ¥V Z-GY
AZ=VZIODOT+ (2. URXUMEGAX+RHOX ) &VY—=(2,0%0OMEGAY +RHCY } *VX-GZ
PHI{1,2)=RHOL*DELTAT/NP
PHI(193)=CELTAT/NP
PHI(241)=—-RHOZ*DELTAT/NP
PHI(2+4)=DELTAT/NP
PHI(341)=—0MEGAS*DELTAT/NP

PHI(394)= (2.0%0MEGAZ#RHOZ) *DELTAT/NP
PHL(346)=—AZ*DELTAT/NP
PHI(347)=AYXDELTAT/NP
PHI{(3,11)=DELTAT/NP
PHI(4,2)=-0OMEGAS*DELTAT/NP
PHI(493)=—(2.0%0OMEGAZ+RHOZ)*DELTAT/NP
PHI (4 45)=AZ%DELTAT/NP

PHI (4o 7)=—AX*DELTAT/NP
PHI(4412)=DELTAT/NP
PHI(946)=(UMEGAZ+RHOZ })*DELTAT/NP
PHIL{S y7T)==(OMEGAY +RHOY ) =DELTAT/NP
PHI{5,8)=DELTAT/NP
PHI(6¢5)=—({OMELAZL+RHOZ)*DELTAT/NP
PHI(O6,7)={UOMEGAX+RHOX )J¥*DELTAT/NP
PHI{64+9)=0CELTAT/N?
PHI(T7+5)=(UMEGAY+RHOY )}*DELTAT/NP
PHI(T96)=—(UMEGAX+RHOX)%*DELTAT/NP
PHI(T,+10)=DELTAT/NP

IF(IBIASG.EQ.L) CO TG 62
PHI(898)=1e0U~-(1.0/CORGYC)*DELTAT/NP
PHI{9,9)=PHI(4,8)

PHI(L0,10)=PrHI(8,8)

IFLIBIASA.EQ.L) GU TO 64
PHI(L1l,11)=1.0-(1.0/CORACL)*DELTAT/NP
PHI(L12,12)=PHI{LL,11)

CALL GMTRA(FPHIL +PHIT416,4,16)

CALL GMPROD(P+PHIT,PPHIT,16,16416)
CALL GMPROD(PHI yPPHITP,164916,16)

DO 66 1=8,12

PlLsI)=PlI L) 4Q(1)

IF(IDISPL.EQ.C) GO TL 09

CALL GMPRD(PHIJAAWPHIT,16416,16)

DO 68 1=1,16

DU 68 J=l,16

AA(T o J)=PHIT(I],J)

CALL GMTRA(AAWPHIT,10410)

CALL GMADC(AA,PHIT,PHIT,16,16)

CALL GMSUB(P+PHIT yPHIT,16,16)

CALL GMADC(PHITL,LCPHIT,16,16)
LF(NEST.LQel0) RETURN

CALL OGMPKDU(PER PHIT yPPHIT L0y l6y 106}
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CALL GMPRD(PHI+PPHIT,PER,y16416416)
RETURN

ENTRY ENSTUINH  Xo¥ pATL9ATZ yR2¢X2TOL,Y2TOL4KSy ITERyRVOR yRDME s *)
DO 70 I=1,16

DO 70 J=1,16

IF{ABSIP({IyJ))LEe1.0E-25) P(1,J)}=0.0

70 CONTINUE

71 NH=NH+1
IF{MEAS(NH) .EQ.0) GO TC 78
CALL FINDE{NH HyX Y ATL,AT24R2,X2T0O1,Y2T01,16)
[IF{ITERNEL2) GO TO 75
DO 73 I=l.10

73 K{I+1)=KSTORE(IL+KS)

KS=KS+1
75 CALL MEASUP(NHyHsP RVOR,RDME IOENTy ITERyK 916 4HTyPHT yKHKHAP 4 KHT 4 KT,
1KRKT¢KR)
IF{NEST.EQ.16) GO 10 76
CALL GMTRA(KH,KHT,164d6)
CALL GMPRD(KH,PERKHP 4164 16416)
CALL GMPRD{KHP,KHT ,PERyL6,16416)

76 LF(ISEN.EQ.0.AND. IGAIN.EQ.0) GO TO 78
IF(ITER.EQ.2) GO TO 78
IF{ITER.EQ.3.AND.IGAIN.EQ.O) GO TO 78
DO 77 I=1,16

77 KSTORE(I1,KS)=K(I,1)

IF(IGAIN.EQ.l) KSTOREAL7KS)=T
KS=KS+1

78 IFINHJNE.4) 60 TO 71

RETURN 1

ENTRY INS8(Jlsd24%)
LF(J1.EQ.0) GU TO 83
D0 80 J=13,14
DO 80 I=1,16
P(1,4)=0.0
P(Jr11=0.0
PER{1,4)=0.0

80 PER{J,1)=0.0
P(13,13)=RMSBYV*%2
Pl14y14)=RMSBD®*2
J1=0
IFINEST.EQ.16) GO TO 83
IFINEST1-14)81,82,83

81 PER(13,13)=P(13,13)
P(13,13)=0.0

82 PER(14¢14)=P(14y14)
P(144+14)=0.0

83 IF(J2+EWe0) RETURN 1
DO 84 J=15,16
DO 84 I=1,16
PlIsJ)=0.0
P(Jy1)=0.0
PER(144)=0.0

84 PER(J,1)=0.0
P(15,15)=RMSBV**2
PL16,16)=RMSBD*%2
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J2=0

85 IF(NEST.EGel6) RETURN 1
[FINESTLEQ.15) GU TO 86
PER(15+15)=P(15,415)
P(15,15)=0.0

86 PER(16+16)=P(16,10]
P(164161)=0.0
RETURN 1

ENTRY INS9(K>,¥)
KSTORE{(174KS5)=-1.0
WRITE{6,7)
IPRINT=0
KP=1

90 IPRINT=IPRINT+1
T=KSTORE(17,KP)
TM=T/60.0
NN=1

94 [F{KSTOREI(LTKP).NELKSTORE(L7KP+NN)) GO TO 95
NN=NN+1
GO T0 94

95 IFLIPRINTJNELNPRINT) GO TC 98
WRITE(6,9)TM
WRITE(648)IIKSTURE( L JKF-14J)4I=191542) ) (KSTORE{LyKP~14+J)4yL=2,16,2)
1+Jd=1yNN)
IPRINT=0

98 KP=KP+NN
IF(KP.GE.KS) GO TU 99
GO T0 90

G9 RETURN 1

ENTRY INSL1O(*)
DO 100 I=1,16
DO 100 J=1,lo
CClI,J)=0.0
DD(IeJ)=0.0
PER{I4J})=0.0
Luo PlIJ)=0.0

RETURN 1

ENTRY INSLILINsIRESET ¢X,YyR24X2TOLsY2TCL AT 9AT2,HIWHITL,RIHITRI,

LVARVOR ¢ VARDME 4 *)

DU 110 I=1,16

GO 110 J=1,16

IF{ABS(P(1,J)).LE.LLOE-25) PlI+J)=0.0
L1U CONTINUE

00 115 I=1,N

DO 115 J=1,N
115 Ri(lsd)=0.0

1=1

NH=0
130 NH=NH+1

IF(MEAS(NF).EQ.0) GU TO 190

GO TO (140415U41606417C)4NH
L4v HI(Is1)=Y/R2

HI(Tg2)=-X/R2 .

GU TO 180
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150 D=SQRT{R2+ATL1*%2)
HLE{1,1)=X/D
HI(I+2)=Y/D
GO T0 180

160 D={X+X2TO1)%%2+¢(Y+Y21Cl)*%2
HILI,1)=(Y+Y2TOUL)/D
HI{1,2)==(X+X2TJ1}/D
60 YO 180

L7060 D=SQRT(IX+X2TOL)I*%2+ (V+YZTOL)*¥2+4AT24%%2)
HIC(IL)=(X+X2T0U1})}/D
Hi(I+2)={Y+Y2TUL)}/D

180 [F(NH.EQ.1l) GO TGO 185
IF{NH.EQ.3) GO TO 185
RI{Iy1)=1.0/VARDML
I=1+1
GU TO 190

135 RI(E41)}=1.0/VARVOK
[=1+1

190 [FI{NHNE.4) GO TO 130
CALL GMTRA(HI HIT4N,2}

CALL GMPRO(HIT;RIZHITRI 2¢N,N)
CALL GMPRDIHITRI yHIsPT142,Ny2)
IF(IRESETLEQ.L) GO TO 192

DET=P (Lol )%P(242)=P(L,2)%P(1,y2])
M{le1)=P(2,2)/0DE]1
M{2¢2)=PlLs1)/DET
MU1s2)==P(1,2)/7DET
M(2¢L)=Ml1,2)

CALL GMADD(M P L4P142+1242)

192 DET=PI(1,1)%PI{2,2)-P1(1,2)%P1{1,2)
IFUIP(lsl)4P(2,2))oLEL(PI{Ls1)+PI(2,2))/DET) GC TO 198
[F(IDISP.EQ.V) GO TO 195
CCll,y1)=Pll,10+P1(2,2)/DET
CC(242)=P(242)¢P1{1,1)/DET
CClLe2)=P(L1s2)-PT1{L42)/DET
CCl2e1)=CC(1,2)

DO 193 J=1,2

DO 193 1=1,16
193 DO(IL4+4)=P(1yJ)

DO 194 I=1,.16

DO 194 J=1,16

PHIT(IJd)=P(1,J)-DD{14d)-DD(JyI)+CC(I+J)
194 AA(I,J)=D0([,J)

GO 10 199

195 00 196 I=1,2
DO 196 J=1,16
P{l¢J)=0.0

196 P{Jsl)=0.0
P{leL)=PI(2,2)/DET
P{2+2)=PI(1l41)/DET
P{ls2)=—-PIlLl,2)/DET
Pl2,1)=P(1,2)

60 10 199

198 WRITE{6410)

199 RETURN 1
END
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Appendix C

FILTER SENSITIVITY ANALYSIS

The design of a maximum-likelihood filter is dependent upon knowl-
edge of the error model statistics. Since the error model statistics
are often not known precisely, a filter is designed assuming nominal
error statistics. Hence, a desirable characteristic of the filter is
that its performance be insensitive to variations in the error model
statistics. 1In particular, consideration is given here to the sensitiv-
ity of the filter to variations in the initial state error covariance

matrix and the spectral densities of the measurement and process noises.

C.1 Discrete Filter

Consider the linear multistage process described by

= r oo
)_{_1+1 Ql}'il + 19_,1 ? 1 0! 1’2’ 00 (C.l)
where
T

E[x]:O, E[xx]:P;, (c.2)

-0 —0—0 o

) T T
E[.‘li] =0, E[Eizf.o] =0, E[y_igj] = Qisij . (C.3)

The vector measurement at stage i, Ei’ is related to the state vector

x. as follows:

z, =HX +V , i=0,1,2, ..., (C.4)
where
Elv.| =0 ; Elvve| =R 5 (C.5)
-]~ —i—j ] " Tiij’ ‘
T : T
Eﬁng]..o , EELvi]-O . (C.6)
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The discrete filter associated with the system described by Eqs. (C.1)
through (C.6) which yields the maximum-likelihood estimate, £, of the

state vector x is given by [40]:

Time update:

N - 52
o1 = %5, ©.n
P, _=0P 0 +TqTl" . c.8)
i+l i i+ i iii
Measurement update:
£ =% +K,(z, -HZX) , £ =0 , (C.9)
—i+ —i i—i i—i -0
T T R
P =(0-KH) (I -KH ) + KRK,, P given, (C.10)
i+ ii i ii iii o
T T -1
K, = P.H.(H.P.H. + R.) ’ (c.11)
i iiviii i

where X, and P,, and £ and P  denote the state estimate and
—i i —i+ i+
covariance matrix before and after taking the measurement at stage i,
respectively.
s a s a s a
Now, suppose that Po and Po’ Qi and Qi’ and Ri and Ri

are the estimated and actual values of Po’ Q and Ri’ respectively.

ii
If only Pi, Qi, and Ri are available and are used to design a filter,

then from Eqs. (C.7) through (C.11), the filter equations are seen to be:

Time update:

25 =0%° | (C.12)
=i+l i—i+
s s T s.T
p = r . 1
iv1 = %P3, v T (€.13)
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Measurement update:

2 =25 K?(z, - H,ﬁ?) , 2 =-0, (C.14)
-1+ -1 1 1 1—1 -0

S S ] S T S_S ST S
P, = (1 - K,H,> P_(I - K H,) + K_R,(K,) s P given, (C.15)

i+ ii i ii i i\i o

s s T s T s\t

K. = P,H_(H_P,H_ + R.) . (c.16)

1 i1 i\1i1 1 1 .

The problem is to determine how the suboptimal filter given by Egs.
. - _ A8 _ LA

(C.12) through (C.16) performs with P0 = Po’ Qi = Qi’ and Ri = Ri’
that is, to find the actual error covariance matrix associated with the
state estimate, %, [42,43,44,45]. From Eqgs. (C.1), (C.4), (C.12), and

(C.14), it follows that

25 - - (ﬁ? - x ) -Tn €.17)
=i+l =i+l i\—i+ -1 i—i
25 - x = (1 - K?H,)(ﬁ? - x,) + Kov, . (C.18)
=i+ —i ii/\—i =i i—i
From Eqs. (C.17) and (C.18), it follows that
A S s T T . a.T
_ - ~ -
A - - = P r .
Piq1 = F <§i+1 §i+1)<§i+1 25-i+1> %P8 LT o €219
- A s S T s = s T s . a/ s T
P. 2& (ﬁ_ - x;)(Q_ - x,) = (1 - K.H.)P.(I,— K.H,) + K_R,(K )
i+ —i+ =i/ \—1i+ o ii/ i ii iilvi
(C.20)

Equations (C.19) and (C.20) describe the propagation of the error covari-
ance matrix associated with the state estimates obtained by using the
suboptimal filter which was designed using erroneous values of Po’ Q,

and R. The sensitivity analysis for the case where uncertainty exists
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in the state and measurement equations, that is, uncertainty in Qi, Fi’

and Hi is treated in [46].

C.2 Continuous Filter

Consider the linear continuous process described by
x(t) = F(t)x(t) + £(t) + n(t) , t>t (C.21)
where £(t) “is a known vector forcing function and

E[x(t )] =0, E[X(t )XT(t )] =P , (C.22)
=0 = 70o’= "0 o

E[g(t)zf(to)] =0, E[r_l_(t)] =0, E[t_l_(t)gT(t+T)] = QBT .

(C.23)
Furthermore, the observation is described by
E(t) = H(t)i(t) + z(t) ’ (C.24)
where
E[;(t)] =0, E[!(t)z?(t-+T)] = R(t)s(T) , (C.25)
T T
E[ﬂ(t)l (T)] =0, E[i(to)l (t)] =0 ., (C.26)

The continuous filter associated with the system described by Eqs. (C.21)
through (C.26) which yields the maximum-likelihood estimate, g, of the

state vector x is given by [41]

[ X

=FR + £ + K(z - KY) , 2(t) =0 , (c.27)
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. T T
P=FP +PF + Q - KRK s
with

P(t ) =P (C.28)
o

-1
K = PH' , (C.29)
where P

is the state error covariance matrix.
From Egs. (C.27) through (C.29),
is designed using estimates of Po’ Q,
s
R

it is seen that the filter which
s
and R, namely, Pi, Q, and
, respectively, is given by
A s
2=+ 2+ -8 , 2Fy=0, (C.30)
.S s s s s s/ s T s s
P  =FP +PF +Q ~-KR (K ) , P (to) = P0 , (C.31)
with
s s T/ s -1
K° = P°H (R ) . (€.32)
a a a
If the actual values of Po’ Q, and R are Po, Q, and R,
tively, the actual error covariance matrix, 5,
suboptimal estimates g?

respec-

associated with the
must be determined [47].
Now,

let

T
Pl o) o)
Taking the time derivative of Eq.

(C.33)

(3.33) and interchanging the order of
the differentiation and expectation operators yields:

Fosf( - 1) o) e[l - e - o)

x )(& —5)] . (C.34)
From Egqs. (C.21),

(C.24), and (C.30),
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S _x=(F ~KHDE -x +Kyv-n . (C.35)
[32]’ pp‘

19483 «

(C.21) and (C.30) are given by (see e.g.,

Solutions for Eqgs.
(C.36)

449-450)
t
@(t,T)[g('r) + g(T)] dt ,

x(t) = (L, £ )x(t ) + j;
o

t
£t = 0% (t,t )Rt ) + f os(t,T)[KS(T)g_(T) + g(r)] dt , (C.37)
t

[o]
where
d —
7y [¢>(t,t0)] = F(t)d)(t,to) , Q(to,to) =1 , (C.38)
d 1e%t,t )] = [F(t) - KS(t)H(t)](I)s(t,t )y, o ,t)=I1. (C.39)
(o] o] [e] (o]

dt
Substituting Eqs. (C.35) through (C.37) into (C.34) and using Eqgs.

2, (c.40)

(C.22) through (C.26) and Eq. (C.33) yields:
T
o °

. . T

= 8 = = s a s _a =
P=(F—KH)P+P(F-KH)+Q +KR<K), P(t°)=P
The sensitivity analysis for the case where uncertainty exists in the

state and observation equations is treated in [48}.

C.3 Continuous-~Time Discrete-Data Filter
(C.21) through (C.26) where

Consider the system described by Eqs.
the continuous observation process is approximated by a discrete process.
the fil-

Denoting the time interval between measurement updates by AT,
is:

ter which gives the best estimate of x, g;
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Between measurements:

£=F+£f , Rt ) =0, (C.41)
. T
P=FP+PF +Q , P(to) = P0 . (C.42)
At a measurement:
2 =2 K[_z_ - Hg_] , (c.43)
T T
P+ = (I - KH)P_(I - KH)  + K(R/AT) K ’ (C.44)
T T -1
K =P (o1 +R/AT) (C.45)
where P is the state error covariance matrix and the - and + des-
ignate quantities before and after a measurement, respectively.
If the filter is designed using the estimates Pz, QS, and RS,

instead of the actual values PZ’ Qa, and Ra of Po’ Q, and R,
respectively, then from the results of Sections C.1 and C.2, the per-

formance of the suboptimal filter is given by:

Between measurements:

s
2= + 2, -0 , (C.46)
= = =T a = a
P=FP +PF +Q , P(t)) =P_ . (C.47)
At a measurement:
=2 ie-8) (C.48)
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P, = (I - KSH)F_(I - KSH)T + ¥° (R%/AT) (Ks )T , (C.49)

-1

S + RS/AT) , (C.50)

s T s
K =P_H (HP_HT

where g? and P° are the suboptimal estimate of the state vector and
erroneous covariance matrix, respectively, associated with the subopti-

mal filter, and P is the actual state error covariance matrix,
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Appendix D

EFFECT OF NEGLECTING STATES

When implementing a filter in real-time on an airborne computer,
computer storage and computation time are limited. Hence, it is often
desirable, if not necessary, to reduce the number of states in the fil-
ter by neglecting states which are not of primary interest (e.g., cor-
related noise). The problem considered here is to determine the effect
of the neglected states upon the performance of the resulting suboptimal

filter.

D.1 Discrete Filter

Consider the linear multistage system described by Egs. (C.1)
through (C.6) and the associated filter, Eqs. (C.7) through (C.11).

Now, let the p-dimensional state vector Ei be partitioned as follows:

)]

X, = |- — , (D.1)
=i <§n>i } p-m

where (xe)i contains the m states to be estimated and (x,), the
= i
(p-m) states to be neglected. This partition of the state vector in-

duces the following partitions:

6 =|-——— - — no=|--- , (D.2)
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then the maximum-likelihood estimate,

o, ) [
(), )]
"), ) 1

The following observation is

made :

and

1f

AS
X.,
-1

given by [see Egs. (C.7) through (C.11)*]:

Time update:

T,
i

is taken to be the identity matrix.

120

= |- , (D.3)
(%), | fom
(&), |}
=l-—-- ’ (D.4)
(%), ] 1o
™/
. (D.5)
(q)ne)i = 0,
|
(P 0
s ee)o |
P =]--- - ’
o |
0 1 O
of the state vector Ei is
’ (D.6)



(e, = () F20), (o)) + (0cc),

¥ <K: )iRi (KZE ’ (Pze )o = (Pee )o , (D.9)
(Kz>1 - (Pze>i<HZ>: [(He )i(P:e)jL(He): + Ri]—l , (D.10)

where

}? = )? =0 ’ Ks) =0 , ( S ) - ( S -0 , (D.]_]_)
- -n n/. en on
1 i+ i it
p° = (P° =0 , and (ps = (pS ) =0, for all i=0,1,2,... .
ne ne/; nnj/. nn/,
i+ i id

(D.12)

The above filter is precisely that which would result if (x_n)i were
neglected. Thus, the following is true: If (®ne)i, (Qen)i’ (Qne)i’
and (an)i are equal to zero, then the effect of neglecting (}_En)i
is equivalent to the effect of assuming that PO is



when in fact it is

Therefore, in this case, the effect of neglecting En is equivalent to
the effect of an error in Po'
If view of the above observation, from the results of Section C.1,

the actual error covariance matrix, Pi’ associated with the suboptimal

filter resulting when (}_gn)i is neglected is given by

= 0P .
iv1 T %P Y (D.13)
- s = S s s T =
P = (1 - K_H,)P,(I - K,H_) + K.R,(K.) , P =P , (D.14)
1+ 1 1 1 1 1 1 1 1 o] o]
with
() |}
e/,
1
K> = |- - - . (D.15)
1
0 }p—m
Furthermore, defining
A = s
E,SP -P (D.16)
e 25 -9 (0.17)
1+ 1+ 1+

122



from the above results, it is seen that

E. =0 E, O, , (D.18)
i+l i i+ i
- T
s . s
BE., = <I - K.H.) E.(I - K,H,) , (D.19)
i+ ii i ii
where
|
o (o)
en
|
E =]-—==—=——— . (D.20)
° I
ne nn
o | [o]

Note that the conditions (Qen)i, (Qne) and (an)i equal zero

29
simply mean that the states being neglected ;re uncorrelated biases
while the condition (cI>ne)i equals zero means that there is only one-
way coupling between the estimated and neglected states (always true
when the neglected states are biases). TFor more general results regard-

ing the effect of neglecting states, see [49,50,51].

D.2 Continuous Filter

Consider the continuous system described by Egs. (C.21) through
(C.26) and the associated filter, Egs. (C.27) through (C.29). Let the

p-dimensional state vector x Dbe partitioned as follows:

(D.21)

|
It
I
1
1

where Ee contains the m states to be estimated and xn the (p-m)
states to be neglected. This partition of the state vector induces the

following partitions:
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F=}-- " ] _f_ =|1--- ’
! -m f -m
Fhe . Fon }p }p
R’ S
m p~m

|
Qee ! Qen }m
1 |
H = [He : Hn] , Q=|--rF-- , (D.23)
] -
m  p-m Qne | an }p m
7.\(-‘ \’\,ﬂ—/
m p-m
A i
X n K n P , P m
—e e ee en
I
g= - - , K =]--- , P=]---- . (D.24)
A
- - P I -
Zn }pm Kn }pm nelpnn }pm
S Nt
m p-m
The following observation is made: If F =0, £ =0,
ne -n
: 0 P l 0
Qee ! ( ee) !
o
1 s 1
Q=|-=--- , and P(t0)=-——|—— )
om0 o t 0
| |
then the maximum-likelihood estimate, gs, of the state vector x is
given by [see Egqs. (C.27) through (C.29)}:
25 -r £ 41 +K(z—H>’ES), Bity=0 , (D.25)
—e ee—e e\— e—e — o
] s s _T s s T S
- rQ - R(K ) , PP (t) = (p ) (D.26)
ee ee ee ee ee ee ee ee ee ee



K. =P (H) R , (D.27)
e ee e
where
£ =0, k=0, P =0, P° =0, and P°_ =0 . (D.28)
-n n en ne nn

Since the above filter is precisely the one which would result if §ﬂ

, 9, Q. ond

is equivalent to

were neglected, the following is true: If Fne’ £ﬂ
an are equal to zero, the effect of neglecting §ﬂ
the effect of assuming that P0 is

(o). ! 0

- e e ey e e

o ' 0
|

when in fact it is

Thus, in this case, the effect of neglecting En is equivalent to the
effect of an error in PO.

In view of the above observation and the results of Section C.2,
the actual error covariance matrix, 3, associated with the suboptimal

filter resulting when X is neglected is given by

B~ (F - KSH>§ + §<F - KSH>T +Q + KSR(KS >T , P =P_, (D.29)
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where

K = |--- ) (D.30)

Furthermore, defining

E2p -p° |, (D.31)
from the above results,
s S T
E = (F - K H)E + E(F - K H) ’ (D.32)
where
° 1 (en)
| en
E(t ) =]-~---'=-=--- . (D.33)
o 1
(o) + (Pun)
ne nn
1

For more general results regarding the effect of neglecting states in

continuous filters, see [51,52].

D.3 Continuous-Time, Discrete-Data Filter

Consider the system described by Eqs. (C.21) through (C.26) where
the continuous measurement process is approximated by a discrete process.
Letting AT denote the time interval between measurement updates, the
maximum~likelihood filter is described by Eqs. (C.41) through (C.45).

If Fne’ {ﬂ, Qen’ Qne’ and an are zéro, then from the results of
Sections D.2 and D.3, it follows that the filter resulting when X is

neglected is given by:
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Between measurements:

S S
£ =F ¥ +£f 2(t)y=0 , (D.34)
- ee—e -e -—e o
P° -F »° +P°FF +q P (t) = <P ) . (D.35)
ee ee ee ee ee ee ee o ee

At a measurement:

(£2) = () - K[_ - He(g)] , ®.36)

T T
(PS ) = [1 - °H ](Ps ) [I - KSH] + KS(R/AT)(KS> . (D.37)
ee + e e ee - e e e e
s s \ /. \T s T -1
K> = (P ) (H ) [H (P ) H o+ R/AT] , (D.38)
e ee _ e e ee _ e
with
£ -0, ¥kK=0, P =0, P =0, and P _ =0 .(D.39)
-1 n en ne nn

The actual error covariance matrix, P, associated with the state
S
estimate, g , obtained from the suboptimal filter resulting when X
is neglected is given by:

Between measurements:

P-FP+ PP +qQ , Bt ) =P_ . (D.40)

At a measurement:

P = (1 - KSH)E_ (1 - KSH>T + KS(R/AT)(KS )T : (D.41)
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where

Ks } m
e
KS = []=-=-= .
0 } p-m
Furthermore, if
E2P -p°

then E propagates as follows:
Between measurements:

E = FF + EF .

At a measurement:

where
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Appendix E

EFFECT OF POSITION RESETS ON INS ERRORS

The propagation of the errors in an INS is described by the follow-

ing linear multistage process:

= i = 1 cee .1
X1 Qiii + Figi , i 0,1,2, , (E.1)
where
T
E%]==O, E%}:]:P , (E.2)
o) —0—0 o)
T .
E[n] = 0 ] E[n.n.] = QS . ’ (E-S)
—i —i—j i7ij
and
T . .
E[}_gigj] =0 for i<ji . (E.4)

Since n, and §0 have zero means, xi has a zero mean for all i =
=i 2
1,2,3,... . From Egqs. (E.1) through (E.4), it is seen that the covari-

th
of the state vector at the (i+1) stage, X

ance matrix, P, .4
=i+l

i+1’
is given by

P, = Elx, X? = <I>.P.<I>r.r + F.Q.FT . (E.5)
i+l —i4+l1—i+1 ii'i ii i

Thus, given X, and Po' Eqs. (E.1) and (E.5) describe the propagation
of the INS errors and the covariance of these errors, respectively.

Now, consider the kth stage of the process (E.l) with the associ-
ated state ik and covariance Pk' Suppose that at this stage a posi-
tion fix is determined by using VOR/DME measurements, and the INS position
display is reset to correspond to the VOR/DME fix. Iet the two elements

1
of the zero mean vector r§k be the easterly and northerly components
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of the error in the VOR/DME position fix. Then, the INS error vector
immediately before the position display reset, X0 and the INS error

r
immediately after the reset, X are given by

k,
1 rxl
=k =k
r
X, = |- , X, =1--- , (E.6)
2 X2
-k -k

1
where xk contains the first two elements of x

X\ namely, the easterly

and northerly components of position error.

Assuming that the position used in the integration routine which
integrates the accelerometer outputs is not changed after taking the
external position fixf and that the increments of position change cal-
calculated by the INS computer are simply added to the position deter-

mined from the external fix, r§k propagates as follows:
x > s n=0,1,2, ... . (E.7)

r
The problem now is to find the covariance matrix associated with §k+n’

that is, to find

r A r r T
Pk+n = E[ Xn §k+n] ’ n=20,1,2, ... . (E.8)

The substitution of Eq. (E.7) into Eq. (E.8) yields:

*
Resetting the position in the integration routine results in high am-

plitude oscillations in the RMS position error history. Thus, for part
of the time such a reset will result in worse errors than would occur
if an external position fix were not used.
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rpk+n = E [§k+n B (Ek B rEk)}[§k+n B (ik - rik)]
T

E[§k+ngi+n] h E[§k+n<§k - r§k> ]

- 5[ (x, - )% * E[(zk - ) (% - r§k)T] . (E.9)

where
Elx %! |=p , (E.10)
“k+n=k+n| = k+n :

is given by Eq. (E.5). Furthermore, in view of Eqs. (E.6), it follows

that

E[(}_Ek - r§k><§k - r§k>T] =C , (E.11)

where

|
o

C(i, j) = , for all i, j, except*® ,\

r
c(,1) =P (1,1) + P (1,1) ,

> (E.12)
c(2,2)

) |
P, (2,2) + "B (2,2) ,

c(1,2)

r
c(2,1) = P (1,2) + P (1,2) . )

From Eq. (E.l1) it is seen that

Xyon = An}—{k + Bn , n=0,1,2, ... , (E.13)

*
rPk(l,l), rPk(2,2), and rPk(1,2) can be determined by using the es-
timator described in Chapter VI.
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where

Ao =1, An = ¢k+n-1An—1 !
(E.14)
B = 0 By = <I>k+n§n—1 * g1
Using Egqs. (E.4), (E.6), and (E.13), it follows that
r T r T
El}—{km(’—‘k - ’—‘k) = E (An’fk + En)(’—{k - ’—‘k)
T r T
- An E[’_‘k’ik] - E[}_{k Ek]
=AD , (E.15)
n
where
Pk(i,j) , if j=1or 2,
D(i, j) = (E.16)
o, if j#A#1or 2.

Using Eqs. (E.9) through (E.16), it is seen that the covariance
matrix associated with the INS errors after a position display reset at

th
the k stage of the process (E.l) is given by

T T
= - - A D .
Pk+n Pk+n AnD ( n ) +C o, (E.17)

for n=0,1,2,... .

It is important to note that because of the form of D {[see Eq.
(E.16)], the only nonzero elements of AnD are in the first two columns.
Therefore, in view of the form of C [see Eq. (E.12)], from Eq. (E.17)
it is seen that, except for the first two rows and first two columns,
the elements of rPk+n and P are identical. Hence, a position

k+n
reset effects only position errors.
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